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Chapter 0

Overview

0.1 A Three-Part Course

The topics of Calculus II fall into three parts that each have an appropriate place in the story of the
calculus sequence.

� Part I: Integration. The �rst part of the course ties loose ends from Calculus I. The ending
of Calculus I showed that antiderivatives can be used to evaluate integrals via the Fundamental
Theorem of Calculus. However, by the end of Calculus I, only the very simplest antiderivatives can
actually be computed. Part one expands the student's knowledge oftechniques of antidi�eren-
tiation . These techniques are subsequently put to use computinglength, area, volume, and
center of mass .

� Part II: Sequences and Series. This is the topic that makes up the body of Calculus II.
Sequences and series embody the beauty of mathematics; from simple beginnings (a sequence is
just a list... a series is just adding up a list of numbers...) it quickly leads to incredible structure,
surprises, complexity, and open problems.Power series rede�ne commonly used transcendental
functions (functions that are not computed using algebra, e.g. cosine). If you've ever wondered
what your calculator does when you press the cosine button , this is where you �nd out!
(Hint: It does not have a circle of radius one spinning around with a team of elves that measure
x coordinates.)

� Part III: Coming Attractions. By the end of Calculus II, the student is ready for a lot of
other classes. The end of Calculus II thus ends with a sampler platter of topics that show the vast
knowledge base built upon the foundation laid in Calculus II. Here the text takes a bite out of
Di�erential Equations , serves some polar and parametric coordinates as a palate cleanser before
Calculus III , and tastes someComplex Analysis to aid in digestion of Di�erential Equations.
For dessert, it serves a scoop ofProbability with both discrete and continuous colored sprinkles.

0.2 How to Use This Book

This book is meant to facilitate Active Learning for students, instructors, and learning assistants. Active
Learning is the process by which the student participates directly in the learning process by reading,
writing, and interacting with peers. This contrasts the traditional model where the student passively
listens to lecture while taking notes. This book is designed as a self-guided step-by-step exploration of the
concepts. The text incorporates theory and examples together in order to lead the student to discovering
new results while still being able to relate back to familiar topics of mathematics. Much of this text
can be done independently by the student for class preparation. During class sessions, the instructor

ix
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and/or learning assistants may �nd it advantageous to encourage group work while being available to
assist students, and work with students on a one-on-one or small group basis. This is highly desirable as
extensive research has shown that active learning improves student success and retention. (For example,
see www.pnas.org/content/111/23/8410 for Scott Freeman's metaanalysis of 225 studies supporting
this claim.)

What is Di�erent about this Book
If you leaf through the text, you'll quickly notice two major structural di�erences from many traditional
calculus books:

1. The exercises are very intermingled with the readings. Gone is the traditional separation into
\section" versus \exercises".

2. Whitespace was included for the student to write and work through exercises. Parts of pages have
indeed been intentionally left blank.

A consequence of this structure is that the readings and exercise are closely linked. It is intended for the
student to do the readings and exercises concurrently.

Ok... Why?
The goal of this structure is to help the student simulate the process by which a mathematician reads
mathematics. When a mathematician reads a paper or book, he/she always has a pen in hand and is
constantly working out little examples alongside and scribbling incomprehensible notes in bad handwrit-
ing. It takes a long time and a lot of experience to know how to come up with good questions to ask
oneself or to know what examples to work out in order to to help oneself absorb the subject. Hence,
the exercises sprinkled throughout the readings are meant to mimic the margin scribbles or side work a
mathematician engages in during the act of reading mathematics.

The Legend of Co�ee
A potential hazard of this self-guided approach is that while most examples are meant to be simple
exercises to help with absorption of the topics, there are some examples that students may �nd quite
di�cult. To prevent students from spinning their wheels in frustration, we have labeled the di�culty of
all exercises using co�ee cups as follows:

Co�ee Cup Legend

Symbol Number of Cups Description of Di�culty

K A One-Cup Problem Easy warm-up suitable for class prep.

KK A Two-Cup Problem Slightly harder, solid groupwork exercise.

KKK A Three-Cup Problem Substantial problem requiring signi�cant e�ort.

KKKK A Four-Cup Problem Di�cult problem requiring e�ort and creativity!
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0.3 Prerequisites in the Language of Mathematics

Types of Expressions

In Precalculus, there is a wide range of how much focus there is on the language of mathematics itself as
opposed to calculation. To get everyone on the same page, here is a short list of some language, symbols,
and ideas that we will use in this text.

Quantities, Functions, and Statements
Any valid collection of symbols in mathematics is called anexpression. Every expression has atype
which tells you what kind of expression that is. The most common types of expressions we will use in
this course are the following:

� Quantity. Anything that represents a numerical value is a quantity. The following are some
examples of expressions of type quantity:

(i) 28

(ii) � �

(iii) The real root of the polynomial x3 � x + 10.

� Function. A well-de�ned rule for mapping inputs to outputs is called a function. (See your
precalculus text for a much more detailed and precise de�nition.) Here are some examples of
expressions whose type would usually be interpreted as function:

(i) cosine

(ii) f (x) = x2

(iii) f 00(x)

� Statement. Any expression that could be considered true or false is called astatement. You do
not need to be certain which it is, just that it is possible to be true or false. Here are some examples
of statements:

(i) The number 28 is larger than the number 6.

(ii) The number 28 is smaller than the number 6.

(iii) The number 28 is smaller than my favorite number.

Note that all three of the above are perfectly good statements, even though the second and third
may sound a bit odd! The �rst statement is true, the second statement is false, and the third statement
is impossible to determine because you do not know my favorite number. But, it is a perfectly valid
statement since it is either true or false.

If you have a background in computer programming, the above discussion of types should feel some-
what familiar; many programming languages require that one declares a data type when declaring a
variable. The �rst type, quantity, is usually represented by something like int or float depending on
what you want to use it for. The second type, function, usually corresponds to declaring a method or a
subroutine. The third type, an expression which is true or false, is often called aboolean.

Also, be aware that our most common notation for functions, in which we write something like \f (x) =
formula" can easily be mistaken for a statement, since you could interpret the equals sign to be asking
whether or not those two expressions are equal as opposed to creating an assignment of input to output.
In programming languages, they often distinguish the di�erent contexts by using a single equals to mean
assignment and a double equals sign to mean a statement in which you are testing the equality of two
expressions. It is extremely common in mathematics to use the same symbol for both meanings; we stick
with this convention and will rely on context to interpret which is meant when.
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Exercise 0.3.1. Types of Objects K

Each of the following objects is either a quantity, a function, or a statement. Identify which is
which!

� cos(x)

� cos(� )

� cos(� ) = 0

Be aware that we often identify a quantity with the corresponding constant function. That is, 3 is a
quantity, but it often is useful to think of it as the constant function f (x) = 3.

Sets and Elements

There is another very important (and somewhat more complicated) expression type we will frequently
use in this course: the typeset. A set is just a collection of objects. Amazingly, this simple idea is often
used as the foundation of all of modern mathematics! Here is some notation.

� If an object x is in a set A, we sayx is an element of A and write x 2 A.

� If an object x is not in a set A, we sayx is not an element of A and write x 62A.

Any particular object is either an element of a given set or it is not. We do not allow for an object to
be partially contained in a set, nor do we allow for an object to appear multiple times in the same set.
Often we use curly braces around a comma-separated list to indicate what the elements are.

Example 0.3.2. A Prime Example

SupposeP is the set of all prime numbers. We write

P = f 2; 3; 5; 7; 11; 13; 17; : : :g:

For example, 22 P and 65; 5372 P, but 4 62P.

Invalid Expressions

Be aware that it is easy to write down expressions which do not have a valid type. In fact, most collections
of symbols have no meaning in the language of mathematics, much as if you typed a random string of
letters, it would be very unlikely to spell a valid word in the English language. We call these expressions
garbage(and can be thought of as the equivalent of a compiler error in programming).
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Example 0.3.3. Garbage

The expression
2 2 3

might look like a statement. However, it is not. The relation 2 expects a set on the right, however
we handed it a quantity. Thus, we did not assemble our types of objects into a valid expression.
Thus the above expression is neither true nor false, but simply garbage. Nobody likes garbage.

Some Famous Sets of Numbers

The following are fundamental sets of numbers used throughout mathematics.

� Natural Numbers: The set N of natural numbers is the set of all positive whole numbers, along
with zero. That is,

N = f 0; 1; 2; 3; 4; 5; : : :g

Note that in many other sources, zero is not included in the natural numbers. Those who authored
such sources are bad people, and you should tell them you are very disappointed in them when you
see them.

� Integers: The set of integersZ is the set of all whole numbers, whether they are positive, negative,
or zero. That is,

Z = f : : : ; � 4; � 3; � 2; � 1; 0; 1; 2; 3; 4; : : :g

� Rational Numbers: The set of rational numbers Q is the set of all numbers expressible as a
fraction whose numerator and denominator are both integers.

� Real Numbers: The set of real numbersR is the set of all numbers expressible as a decimal.

� Complex Numbers: The set C of complex numbers is the set of all numbers formed as a real
number (called the real part) plus a real number timesi (called the imaginary part), where i is a
symbol such that i 2 = � 1.

Set-Builder Notation
The most common notation used to construct sets isset-builder notation, in which one speci�es a name
for the elements being considered and then some propertyP(x) that is the membership test for an object
x to be an element of the set. Speci�cally,

A = f x 2 B : P(x)g

means that an object x chosen fromB is an element of the setA if and only if the claim P(x) is true
about x. Sometimes the \ 2 B 00gets dropped if it is clear from context what set the elements are being
chosen from. The set-builder notation above gets read as \the set of allx in B such that P(x)". One can
think of this as running through all elements of B and throwing away any that do not meet the condition
described byP.

Example 0.3.4. Interval Notation

Interval notation can be expressed in set-builder notation as follows.

� (a; b) = f x 2 R : a < x < b g
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� [a; b) = f x 2 R : a � x < bg

� (a; b] = f x 2 R : a < x � bg

� [a; b] = f x 2 R : a � x � bg

Example 0.3.5. Rational, Real, and Complex in Set-Builder Notation

Set-builder notation is often used to express the sets of rational, real, and complex numbers as
follows:

� Q =
�

a
b : a 2 Z; b 2 Z; b 6= 0

	

� R = f 0:a0a1a2a3a4 : : : � 10n : n 2 N; ai 2 f 0; 1; 2; 3; 4; 5; 6; 7; 8; 9g where i 2 Ng Note this is
essentially scienti�c notation; the concatenation of the ai 's represents the digits in a base-ten
decimal expansion.

� C = f a + bi : a 2 R; b 2 Rg
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Exercise 0.3.6. Sorting Recyclables and Taking Out the Trash K

Identify each of the following expressions as aquantity , function , statement , set, or garbage .

� The number of atoms in the universe.

� The process by which a US citizen is assigned a social security number.

� + + +

� N < Z

� N 2 Z

� � 2 Q

� i 2 C

� 3 2 C

Quanti�ers

There are two symbols from logic that we will occasionally use.

� Universal Quanti�er: The symbol 8 is a shorthand for the phrase \for all", representing the A
from All, but it tripped on a comma and landed on its head. For example, the expression

8x 2 R; x2 � 0

is just a shorter way to say the sentence

Every real number has a square that is greater than or equal to zero.

� Existential Quanti�er: The symbol 9 is a shorthand for the phrase \there exists", representing
the E from Exists, but it too met a comma. One typically includes the phrase \such that" when
reading an existential quanti�er to make it sound more natural. For example, the expression

9x 2 R; x3 + x + 1 = 0 :

is just a shorter way to say the sentence

There exists a real numberx such that x3 + x + 1 = 0 .

A single quanti�er is not usually that complicated to deal with. However, when a statement contains
two or more quanti�ers, it can quickly become di�cult to extract exactly what it is saying! The following
exercise demonstrates how slightly altering the order of quanti�ers can drastically change the meaning of
a sentence.

Exercise 0.3.7. Order Matters KK

Let P be the set of all humans who have ever existed. Write each of the following statements out
in words. Then, decide if it is true or false.
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� 8 x 2 P; 9y 2 P, x is the mother of y.

� 9 x 2 P; 8y 2 P, x is the mother of y.

� 8 x 2 R; 9y 2 R, x < y .

� 9 x 2 R; 8y 2 R, x < y .

0.4 Prerequisites from Algebra

Ever since Leonhard Euler's incredibly inuential work in the 1700s, mathematics has largely become the
study of functions. Today's algebra and trigonometry curricula reect that! Here are the most important
functions from those courses and a few very important things to know about them.

Polynomials

For our purposes in this course, apolynomial is a function of the form

p(x) = a0 + a1x + a2x2 + � � � + an xn

where n is a natural number and the numbersa0; a1; : : : ; an are complex numbers (calledcoe�cients )
with an 6= 0. The coe�cient an is called the leading coe�cient and n is the degreeof the polynomial.
The number a0 is called the constant term of the polynomial.

The above form of polynomials is often calledexpanded formor standard form. There is another form
for polynomials called factored form in which a polynomial is written as the product of other smaller
degree polynomials.

Polynomials are best understood through their roots. Any complex number r for which p(r ) = 0 is
called a root of the polynomial.

Exercise 0.4.1. Language of Polynomials K

Identify each of the following statements as true or false.

� The function p(x) = x1=2 is not a polynomial because 1=2 is not a natural number.

� The polynomial p(x) = x � 5 has degree 1 and just a single root, namely 5.

� The polynomial p(x) = 5 has leading coe�cient of 5 and degree zero.

� The polynomial p(x) = 5 has no roots.

� The polynomial p(x) = x2 � 9 has exactly two roots, namely 3 and� 3.

� The polynomial p(x) = 0 has degree zero and thus it has no roots.
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Theorems about Polynomials
Here we state without proof several useful theorems regarding polynomials.

Theorem 0.4.2. Factor Theorem

The complex number r is a root of the polynomial p(x) if and only if ( x � r ) is a factor of p(x).
That is to say, p(r ) = 0 if and only if p(x) = ( x � r )q(x) for some polynomial q(x).

Note that the above theorem does not say that a polynomialp(x) with root r has to be divisible by
(x � r ) only once. Perhaps it is divisible by some higher power of (x � r ), like ( x � r )2. This leads to the
idea of multiplicity : the multiplicity of a root r in a polynomial p(x) is the highest power of (x � r ) that
divides p(x).

Theorem 0.4.3. Fundamental Theorem of Algebra

Every degreen polynomial has exactly n roots in the complex numbers when counted with mul-
tiplicity.

Example 0.4.4. Counting Roots with Multiplicity

Consider the polynomial
p(x) = ( x � 1)3(x + 2) :

If we multiply everything out, we get

p(x) = � 2 + 5x � 3x2 � x3 + x4

which has degree 4. Thus, the Fundamental Theorem of Algebra promises four roots. When we
count with multiplicity, we see that is the case: the list of roots is

1; 1; 1; � 2:

Said another way, the polynomial has a rootr = 1 with multiplicity 3 and a root r = � 2 with
multiplicity 1.

Exercise 0.4.5. Checking Algebra K

Multiply out the product p(x) = ( x � 1)3(x + 2) and verify that the expanded form of p(x) shown
above is correct.

Because of the Fundamental Theorem of Algebra, when we say to factor a polynomial, we typically
mean to factor it into degree 1 factors with complex roots (since it is always possible to do so). Sometimes,
however, we simply factor over the real numbers, in which case one may end up with degree 2 factors
that have no real roots (for example something likex2 + 1 whose only roots arei and � i ). It is not the
slightest bit obvious why, but it turns out that any polynomial of degree 3 or more with real coe�cients
will factor into a product of smaller degree polynomials with real coe�cients.
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Notice that taking a polynomial from factored form to expanded form is not that di�cult; one simply
multiplies it out. However, going the other direction, from expanded form to factored form, is far more
di�cult. The next subsection is dedicated to this complicated task!

Polynomial Factoring Techniques

The most di�cult part of working with polynomials is usually �nding roots (or factoring, which is
equivalent thanks to the Factor Theorem). The next few results give some methods towards that goal.
Note that none of those are guaranteed to work in general; these results are merely a collection of special
cases in which something works out nicely.

Quadratic Formula/Completing the Square
The famous quadratic formula gives an explicit formula for the roots of a degree 2 polynomial in terms
of the coe�cients. Speci�cally, the degree 2 polynomial

p(x) = ax2 + bx + c

has roots

x =
� b�

p
b2 � 4ac

2a

and thus has factorization

p(x) = a

 

x �
� b+

p
b2 � 4ac

2a

!  

x �
� b�

p
b2 � 4ac

2a

!

:

Notice that we need the leading coe�cient a out in front in addition to the factors promised by the factor
theorem; otherwise if you multiplied out the right-hand side, the leading term would be simply x2 rather
than ax2:

Exercise 0.4.6. Trying out the Quadratic Formula K

Find the roots of the polynomial p(x) = 2 x2 + 2x + 2 using the quadratic formula, and then use
that to write it in factored form.

It is worth noting that there are cubic and quartic formulas (i.e., similar formulas for degree 3 and 4
polynomials, respectively) but they are far messier and thus typically not memorized, but rather used as
theoretical tools or looked up when needed. There provably cannot exist a general formula for the roots
when the degree is greater than or equal to �ve.

It is sensible to ask where the quadratic formula comes from! There is a process known ascompleting
the squarethat can be used to prove it. Speci�cally, completing the square is just rewriting a quadratic
in another form:

ax2 + bx + c = a
�

x +
b

2a

� 2

+
4ac � b2

4a
:
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Exercise 0.4.7. Check It K

� Expand and simplify the right-hand side given above, namely

a
�

x +
b

2a

� 2

+
4ac � b2

4a
;

and verify that it does equal the left-hand side as claimed.

� Set a
�
x + b

2a

� 2
+ 4ac� b2

4a equal to zero and solve forx. Verify that it produces the quadratic
formula.

One can apply the technique of completing the square by simply memorizing the above formula.
However, in practice nobody does. It is usually implemented in a sequence of four steps:

1. Factor out the leading coe�cient a from the x2 and x terms.

2. Add and subtract the square of half of the remaining linear coe�cient. That is, add and subtract
the quantity

�
b

2a

� 2
.

3. Notice that x2 + b
a x +

�
b

2a

� 2
is now a perfect square trinomial, and factor it as

�
x + b

2a

� 2
.

4. Distribute the leading coe�cient to the � (b=2a)2 that is left over from step 2, and combine like
terms.

Example 0.4.8. Revisiting Exercise 0.4.6

Suppose we once again consider the polynomialp(x) = 2 x2 + 2x + 2. Let us follow the four steps
given above to complete the square on it.

1. We factor out 2, the leading coe�cient:

p(x) = 2
�
x2 + x

�
+ 2 :

2. The remaining coe�cient on x is just 1. We take half of that (1=2) and then square that
quantity to get (1 =2)2 = 1=4. This is the quantity we add and subtract, so it becomes

p(x) = 2
�

x2 + x +
1
4

�
1
4

�
+ 2 :

3. Notice the �rst three terms inside the parentheses form a perfect square trinomial:

p(x) = 2

0

B
B
@x2 + x +

1
4| {z }

perfect square

�
1
4

1

C
C
A + 2 :

Factor that perfect square:

p(x) = 2

 �
x +

1
2

� 2

�
1
4

!

+ 2 :
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4. Distribute the 2 and combine like terms:

p(x) = 2
�

x +
1
2

� 2

�
1
2

+ 2

= 2
�

x +
1
2

� 2

+
3
2

:

At this point, we have successfully completed the square on the polynomialp(x). If you like, you
can then set that equal to zero and solve for the roots, which should match what we obtained via
the quadratic formula. Trying this out, we have

2
�

x +
1
2

� 2

+
3
2

= 0 () 2
�

x +
1
2

� 2

= �
3
2

()
�

x +
1
2

� 2

= �
3
4

() x +
1
2

= �

r

�
3
4

() x +
1
2

= �

p
3

2
i

() x = �
1
2

�

p
3

2
i

Exercise 0.4.9. Try Some! K

Complete the square on the following polynomials.

� p(x) = x2 � 1

� p(x) = x2 � x + 1

� p(x) = 3 x2 � 6x + 1

Sums and Di�erences of Squares and Cubes
The following formulas come up so often they are worth simply memorizing.

� Di�erence of Two Squares:

A2 � B 2 = ( A � B )(A + B )

� Sum of Two Squares:
A2 + B 2 = ( A � Bi )(A + Bi )
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� Di�erence of Two Cubes:

A3 � B 3 = ( A � B )(A2 + AB + B 2)

� Sum of Two Cubes:
A3 + B 3 = ( A + B )(A2 � AB + B 2)

Exercise 0.4.10. Testing the Formulas KKK

� For each of the above four formulas, multiply out the right-hand side. Verify that it does in
fact equal the left-hand side.

� Use the above formulas to factor the polynomialp(x) = 4 x4 � 9.

� Factor the polynomial x6 � 1 in two ways:

{ Start with the di�erence of two squares formula, rewriting the polynomial as
�
x3

� 2
� 12.

{ Start with the di�erence of two cubes formula, rewriting the polynomial as
�
x2

� 3
� 12:

Rational Root Theorem/Polynomial Long Division
The Rational Root Theorem gives us a list of educated guesses as to what a root of our polynomial might
be.

Theorem 0.4.11. Rational Root Theorem

Let p(x) be a polynomial with integer coe�cients and let a and b be integers with b nonzero. If
the rational number a=bis a root of p(x), then a must divide the constant term of p(x) and b must
divide the leading coe�cient.

The statement of the theorem might be a bit of a mouthful, but it is quite easy to apply.

Example 0.4.12. Applying the Rational Root Theorem

Consider the polynomial p(x) = 5 x2 � 7x � 6: The only integer divisors of the leading coe�cient 5
are 1; 5, and their negatives. The only integer divisors of the constant term� 6 are 1; 2; 3; 6, and
their negatives. The Rational Root Theorem tells us that any rational root must have numerator
that divides the constant term and denominator that divides the leading term. Thus, the only
possible rational roots ofp(x) are

1; 2; 3; 6;
1
5

;
2
5

;
3
5

;
6
5

;

and their negatives.
If we plug these numbers into the polynomialp(x), we �nd that p(� 3=5) = 0 and p(2) = 0. By the
Factor Theorem, we have that (x + 3=5) and (x � 2) must be factors ofp(x). By the Fundamental
Theorem of Algebra, we know that there are no other roots, since we already found two roots,
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and the polynomial has degree two. Thus, the polynomial factors as

p(x) = 5( x + 3=5)(x � 2):

One note is that often it is cleaner to put the leading coe�cient (or some part of it) into one of
the factors to clean up the fractions. Here, if we put multiply the leading coe�cient through the
�rst factor, we get

p(x) = (5 x + 3)( x � 2);

which is quite a bit cleaner.

One aspect of the above example that is perhaps a bit unsatisfying is that it would be extremely
tedious to plug that whole list of possible roots into p(x), desperately trying to �nd two roots. What is
easier is after you �nd one root, just uselong division to divide o� the corresponding factor. We illustrate
this below.

Example 0.4.13. Same Factorization with Long Division

Suppose we wanted to factor that samep(x) from the previous example. We start by just plugging
in easy numbers from the list, and �nd that x = 2 is a root. Not wanting to keep plugging in
numbers, we recall from the Factor Theorem that (x � 2) must be a factor of our polynomial. We
now apply long division to �nd the quotient. In particular, we have the following:

5x + 3

x � 2
�

5x2 � 7x � 6
� 5x2 + 10x

3x � 6
� 3x + 6

0

which shows us that
5x2 � 7x � 6 = (5x + 3)( x � 2):

Here is an example of using this same process on a larger degree polynomial.

Example 0.4.14. Factoring a Cubic

Suppose we wish to factor
p(x) = 4 x3 � 36x2 + x � 9

using the Rational Root Theorem and long division. The list of possible roots is

1; 3; 9;
1
2

;
3
2

;
9
2

;
1
4

;
3
4

;
9
4

;

and their negatives. We try the whole numbers �rst, and luckily �nd that x = 9 is a root. We
proceed with long division:
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4x2 + 1

x � 9
�

4x3 � 36x2 + x � 9
� 4x3 + 36x2

x � 9
� x + 9

0

which tells us that
4x3 � 36x2 + x � 9 = ( x � 9)(4x2 + 1) :

If we are factoring over the real numbers, we are done. If we want to continue to factor using
complex numbers, we can, using the Sum of Two Squares Formula. This produces

4x3 � 36x2 + x � 9 = ( x � 9)(2x + i )(2x � i ):

Exercise 0.4.15. RRT/Long Division Factoring KK

Apply the process from the previous two examples to factor the polynomial

p(x) = 2 x3 + x2 � 4x � 3:

Speci�cally, generate a list of possible rational roots. Then, plug those numbers in until you �nd
a root. Use the Factor Theorem to build a corresponding factor, and then use long division to
�nd the quotient.

Exercise 0.4.16. Another Cubic KK

Here we repeat the process of the previous examples, but to save a little tedium, we are given a
root.

� Show that the number x = 25=6 is a root of the polynomial p(x) = 6 x3 � 19x2 � 13x � 50.

� Note that the Factor Theorem itself tells us that our polynomial must be divisible by ( x �
25=6). Though this is true, it is often quite cumbersome to then go through the long division
with all the fractions. A helpful strategy is to instead clear fractions (think multiplying both
sides by six if the factor was set equal to zero) and instead use 6x � 25. Perform the long
division and �nd a quotient q(x) such that p(x) = (6 x � 25)q(x).

Factor by Grouping
Factor by Grouping is a method in which we strategically take the greatest common factor out of di�erent
clumps of terms in the hope that we end up with yet another common factor to pull out.
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Example 0.4.17. Factoring by Grouping

The polynomial x4 + x3 + 2x2 + x + 1 can be factored as follows:

x4 + x3 + 2x2 + x + 1 = x4 + x3 + x2 + x2 + x + 1

= x2 �
x2 + x + 1

�
+ 1

�
x2 + x + 1

�

=
�
x2 + x + 1

� �
x2 + 1

�
:

We could leave it in that form if we were factoring over the real numbers, or we could continue by
using complex roots to obtain

x4 + x3 + 2x2 + x + 1 =
�
x2 + x + 1

� �
x2 + 1

�

=

 

x �

 
1 +

p
3i

2

!!  

x �

 
1 �

p
3i

2

!!

(x + i ) (x � i ) :

Exercise 0.4.18. Revisiting a Previous Example K

In Exercise 0.4.14, we factored the polynomial 4x3 � 36x2 + x � 9: Try factoring that same
polynomial again, but this time use factor by grouping. Verify the result comes out the same!

Exercise 0.4.19. Factor by Grouping Practice KK

1. Factor the following polynomials by grouping:

� x4 � x3 + 2x2 � x + 1

� x3 � x2 + 2x � 2

2. Consider the polynomial
x4 + x3 � x � 1

� Factor by grouping the degree 3 and 4 terms together, while grouping the degree 1 and
0 terms together.

� Factor by grouping the degree 4 and 0 terms together, while grouping the degree 3 and
1 terms together.

Pascal's Triangle
Pascal's Triangle can be thought of simply as a table of numbers. One starts with two diagonals of 1's,
and then adds two numbers above to produce the number below.
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n = 0 1
n = 1 1 1
n = 2 1 2 1
n = 3 1 3 3 1
n = 4 1 4 6 4 1
n = 5 1 5 10 10 5 1
n = 6 1 6 15 20 15 6 1

For example, in row n = 4, you can see the 6 and 4 add together to create the 10 below. The table
goes on inde�nitely, but we show just rows zero through six above.

Why is this in our section on polynomials? Well, it turns out that Pascal's Triangle gives you the
coe�cients upon expanding a power of a binomial. More speci�cally, the coe�cients of the polynomial

(A + B )n

can be found in rown of Pascal's Triangle. Notice that any term in the expansion of (A + B )n will have
exactly n combined occurrences ofA and B . Thus, the possible terms are

An ; An � 1B; A n � 2B 2; An � 3B 3; : : : ; B n ;

which is to say one can start fromAn and then just decrease the power ofA as you increase the power
of B , ending at B n . Then, the coe�cients come from Pascal's Triangle.

This may sound like a complicated process, but in an example one will see it is quite quick and easy
to implement!

Example 0.4.20. Expanding Using Pascal's Triangle

Suppose we wish to expand the polynomial

(x � 2)3:

We could just write out three copies of (x � 2) and multiply everything out, but that gets rather
tedious. Instead, we apply Pascal's Triangle as described above.
First, we list the terms that will be produced:

x3; � 2x2; (� 2)2x; (� 2)3:

Now, we attach the coe�cients from row n = 3 of Pascal's Triangle (which are 1; 3; 3; 1) to those
terms, and add them up. This produces

(x � 2)3 = 1 � x3 + 3 � (� 2)x2 + 3 � (� 2)2x + 1 � (� 2)3 = x3 � 6x2 + 12x � 8:

Ok, so why is this in a factoring section? Well, in reverse, if you happen to see a polynomial and can
recognize the coe�cients as coming from some row of Pascal's Triangle, then you can factor the entire
polynomial in one step! For example, if we encountered the polynomialx3 � 6x2 + 12x � 8, we could say

x3 � 6x2 + 12x � 8 = 1 � x3 + 3 � (� 2)x2 + 3 � 4x + 1 � (� 8) = ( x � 2)3;

which is far easier than RRT/long division or even Factor by Grouping.
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Exercise 0.4.21. Practice with Pascal's Triangle KK

Use Pascal's Triangle to factor the following polynomials:

� � x10 + 5x8 � 10x6 + 10x4 � 5x2 + 1

� x6 + 2x3 + 1

Rational Functions

A rational function is a function that can be written as a ratio (hence \rational") of two polynomials.
That is, a rational function r (x) is one expressible as

r (x) =
p(x)
q(x)

for polynomials p(x) and q(x). Most of what one wants to know about rational functions can be deter-
mined by polynomial long division and the polynomial methods listed in the previous section.

Long Division
Long division with rational functions is a key step. If one hasr (x) = p(x)=q(x) and the degree ofp(x) is
smaller than the degree ofq(x), then there is no need to perform division. For example, the function

r (x) =
x + 2
x2 + 2

has smaller degree in the numerator than the denominator, so there is no need to use long division. But
if it were the other way around,

r (x) =
x2 + 2
x + 2

;

then we could perform long division. Speci�cally, it will allow us to write the function in form

r (x) = quotient +
remainder
divisor

:

One can think of this as being analogous to how improper fractions can be handled. For example, if
one performs long division on 7 by 3, there is a quotient 2 with remainder 1. Thus, we have

7
3

= 2 +
1
2

:

Let us now work through the example mentioned above.

Example 0.4.22. Long Division

We perform long division on

r (x) =
x2 + 2
x + 2

as follows:
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x � 2

x + 2
�

x2 + 2
� x2 � 2x

� 2x + 2
2x + 4

6

From this, we conclude that

r (x) = x � 2 +
6

x + 2
:

Notice that performing this long division tells you the end behaviorof your rational function. The
remainder term

6
x + 2

will become arbitrarily small as x becomes a large positive or large negative number. Thus, the
graph will converge to the quotient, which in this case is the liney = x � 2:

Exercise 0.4.23. Checking Work K

To really believe the calculation above, we should check it! Speci�cally, take the expression

x � 2 +
6

x + 2

and get a common denominator of (x + 2) by turning the x � 2 into

x � 2
1

�
x + 2
x + 2

:

Add the resulting numerators and recover the original function r (x).

Roots of the Numerator and Denominator
Roots of the denominator of a rational function will cause division by zero, and thus produce either vertical
asymptotes in the graph. Roots of the numerator of a rational function correspond tox-intercepts, since
a fraction with zero in the numerator is zero. (Note that if the numerator and denominator share a zero,
then it is more complicated and other things can happen. This situation will be explored later in the
text.)

Example 0.4.24. Graphing a Rational Function

Let us combine all the information about the function

r (x) =
x2 + 2
x + 2

captured above in order to graph it. There are no real roots of the numerator, since the only roots
are the complex numbers�

p
2i , which are valid roots of course, but they just don't show up on a

graph. The denominator hasx = � 2 as its only root, so there is a vertical asymptote atx = � 2.



xxviii CHAPTER 0. OVERVIEW

It also never hurts to plot a random point or two. A nice one in this case is the y-intercept,
r (0) = 1 : Assembling this information along with the asymptote y = x � 2 found in the previous
example produces the graph.

r (x)
x = � 2

y = x � 2

y

x

Exponentials and Logarithms

Though you were likely exposed to exponentials and logs in your college algebra/precalculus course, to
really de�ne exponentials and logarithms properly requires some construction from Calculus! Usually
only an intuitive de�nition is given, something along the following lines:

The expressionbx is x copies ofb multiplied together. The function logb(x) is de�ned to be the inverse
function of bx :

The above de�nition is actually perfectly �ne if x is a natural number. For example, one could say

23 = 2 � 2 � 2 = 8

and consequently
log2(8) = 3 ;

since inverse functions reverse the roles of inputs and outputs.
However, what if x is a fraction? Well, it turns out that isn't too bad to de�ne, as one can use a

radical. Speci�cally, if x = n=m for some natural numbersn and m, we have

bn=m = m
p

bn :
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However however, what ifx is an irrational number? For example, what on earth does 2� mean? To
answer such questions, some form of calculus is required. So, in this section we do not dive deep at all,
and instead just provide a list of commonly used identities. Note that all log and exponent identities come
in pairs, as they are inverse functions: where one has an identity the other must have a corresponding
opposite identity. In the table below, b always represents a positive real number.

Name of Property Property of Exponents Property of Logarithms

Inverse Functions blog b (x ) = x logb (bx ) = x

Product to Sum bx by = bx + y logb(xy) = log b(x) + log b(y)

Di�erence to Quotient bx � y = bx

by logb(x) � logb(y) = log b

�
x
y

�

Power to Product (bx )y = bxy logb(xy ) = y logb(x)

Change of base bx = ex ln( b) logb(x) = ln( x )
ln( b)

0.5 Prerequisites from Trigonometry

Trigonometry can be seen very geometrically as the study of triangles; it also can be seen as the study
of the six trigonometric functions. Both perspectives will be used frequently throughout the calculus
sequence!

Trigonometric Functions as Ratios of Sides

Consider the right triangle below, labelled with angle � . It has two legs: one of which isopposite from
the angle � and one of which isadjacent to angle � . There is only one side which can be called the
hypotenuse: the side opposite the right angle.

adjacent

opposite

�

hypotenuse

The trigonometric functions are de�ned as ratios of ordered pairs of distinct sides of that triangle.
Thus, there are 3 ways to select the numerator of the ratio and 2 remaining ways to select the denominator,
so there are 3� 2 = 6 trig functions. We name them and de�ne them below.

� sin(� ) = opposite
hypotenuse

� cos(� ) = adjacent
hypotenuse

� tan( � ) = opposite
adjacent

� cot(� ) = adjacent
opposite

� sec(� ) = hypotenuse
adjacent

� csc(� ) = hypotenuse
opposite
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Exercise 0.5.1. Intertwined! K

It turns out all six trig functions can be written just in terms of sine and/or cosine. In particular,
use the de�nitions given above to prove that the following four identities are true.

� tan( � ) = sin( � )
cos(� )

� cot(� ) = cos(� )
sin( � )

� sec(� ) = 1
cos(� )

� csc(� ) = 1
sin( � )

Because the above exercise provides the other four trig functions for free once you have sine and
cosine, the remainder of this section will focus largely on just those two functions rather than all six.

Sine and Cosine as Unit Circle Measurements

A very nice way to think about sine and cosine is as follows: for simplicity, pick the hypotenuse to equal
1. It is a ratio anyway, so you can always multiply the top and bottom by any nonzero amount. Then,
place the adjacent side of the triangle along the positivex-axis with the vertex for angle � at the origin.
This means that if a point ( x; y) is distance 1 from the origin, and the corresponding radius makes an
angle � with the positive x-axis, then we have

cos(� ) =
adjacent

hypotenuse
=

x
1

= x

and similarly

sin(� ) =
opposite

hypotenuse
=

y
1

= y:

This is illustrated below.

(x; y)

x = cos(� )

y = sin( � )
�

1
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On the unit circle, angles are typically measured inradians rather than degrees. Radian is simply
the measure of arc length along the circumference of the unit circle. Since the circumference of a circle
of radius r is

C = 2 �r;

here we have a total circumference of 2� (since the radius is 1). Thus, one full lap of 360� is 2� radians.
One can then scale that ratio up and down to get di�erent equivalences of degrees and radians. Here are
some common useful ones.

Degree Measure Equivalent Radian Measure

360� 2�

180� �

90� �= 2

60� �= 3

45� �= 4

30� �= 6

The acute angles listed above �t into two particularly special triangles of hypotenuse 1, whose measure-
ments are shown below.

� The 45� � 45� � 90� right triangle. Since two angles are equal, the two legs must also be equal.
One can then simply apply the Pythagorean Theorem forx in the equation x2 + x2 = 1 2 to obtain
the measurement of

p
2=2.

45�

p
2=2

p
2=2

45�

1

� The 30� � 60� � 90� right triangle. Notice that this triangle is simply half of an equilateral
triangle of side length 1. That is how to remember the 1=2, is it literally half of an equilateral.
Then the Pythagorean Theorem provides the

p
3=2 by solving x2 + (1 =2)2 = 1 2 for x.

60�

p
3=2

1=2

30�

1
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While it is very common in reference sections like this to then provide a fully labeled unit circle which
then students will fastidiously memorize, the author highly recommends against doing so. Instead, simply
place the angle in question on the unit circle and �nd the x and y coordinates of the corresponding point
using a special triangle whenever possible.

Example 0.5.2. Calculating Cosine and Sine of an Angle

Here we calculate cosine and sine of the angle� = 2 �= 3. We �rst draw the angle on the unit
circle. To do so, we notice that since�= 3 = 60� , then twice that must be 2�= 3 = 120� : This puts
the angle at 60� from the negative x-axis. The hypotenuse is always 1, so we can label that side.
We then see that we can �t a 30� � 60� � 90� triangle perfectly into that angle, which gives us
the x and y coordinates.

y =
p

3
2

x = � 1
2

60�

1

Lastly, we recall that cosine is simply thex-coordinate and sine is they-coordinate. We conclude
that

cos(2�= 3) = �
1
2

and

sin(2�= 3) =

p
3

2
:

Here are a few other notes about unit circle computations:

� If an angle lands on an axis (i.e., is a multiple of ninety degrees) then no special triangle is needed
as the x and y coordinates will just be 0, 1, or � 1.

� Negative angles can be used; they simply wind clockwise rather than counterclockwise from the
positive x-axis.
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� Angles with magnitude larger than 2� can be used; this corresponds to taking more than one
complete lap around the circle.

Trigonometric Identities

This is by no means a comprehensive list of trigonometric identities, but rather just a list of some that
will come up frequently in this course.

� Pythagorean Identities.

sin2(� ) + cos2(� ) = 1

tan2(� ) + 1 = sec2(� )

cot2(� ) + 1 = csc 2(� )

� Cosine Angle Sum.
cos(A + B ) = cos(A) cos(B ) � sin(A) sin(B )

� Sine Angle Sum.
sin(A + B ) = sin( A) cos(B ) + cos(A) sin(B )

� Cosine Angle Di�erence.

cos(A � B ) = cos(A) cos(B ) + sin( A) sin(B )

� Sine Angle Di�erence.

sin(A � B ) = sin( A) cos(B ) � cos(A) sin(B )

� Cosine Double Angle.
cos(2A) = cos2(A) � sin2(A)

� Sine Double Angle.
sin(2A) = 2 sin( A) cos(A)

� Cosine Half Angle.

cos2(A) =
1 + cos(2A)

2

� Sine Half Angle.

sin2(A) =
1 � cos(2A)

2

� Cosine Even.
cos(� � ) = cos(� )

� Sine Odd.
sin(� � ) = � sin(� )

� Cofunction Identity.
cos(�= 2 � � ) = sin( � )
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Inverse Trigonometric Functions

The trigonometric functions are not one-to-one, so one must restrict their domains in order to build
inverse functions. The table below gives one possible way of restricting the domains of the trigonometric
functions and lists the corresponding domains and ranges of the inverse trigonometric functions.

Trig Function on Restricted Domain Resulting Inverse Trig Function

sin : [� �= 2; �= 2] ! [� 1; 1] arcsin : [� 1; 1] ! [� �= 2; �= 2]

cos : [0; � ] ! [� 1; 1] arccos : [� 1; 1] ! [0; � ]

tan : ( � �= 2; �= 2) ! (�1 ; 1 ) arctan : (�1 ; 1 ) ! (� �= 2; �= 2)

cot : (0; � ) ! (�1 ; 1 ) arccot : (�1 ; 1 ) ! (0; � )

sec : (0; �= 2) [ (�= 2; � ) ! (�1 ; � 1] [ [1; 1 ) arcsec : (�1 ; � 1] [ [1; 1 ) ! (0; �= 2) [ (�= 2; � )

csc : (� �= 2; 0) [ (0; �= 2) ! (�1 ; � 1] [ [1; 1 ) arccsc : (�1 ; � 1] [ [1; 1 ) ! (� �= 2; 0) [ (0; �= 2)

To calculate with inverse trig functions once the domains and ranges are known, it is then just a
matter of reversing the input and output from a trig function calculation.

Exercise 0.5.3. Inverse Trig Calculation KK

Calculate the values of the inverse trig functions listed below.

� arccos
�
� 1

2

�

� arcsin
� p

3
2

�

0.6 Prerequisites from Calculus

Though ideas of limits and continuity will also come up in Calculus II, the main skill from Calculus I that
will be critical in this course is di�erentiation. We list some key formulas and properties of the derivative
in this section. In the formulas below, x is a variable, f (x) and g(x) are di�erentiable functions, n is a
real number, and b is a positive real number.

� Limit De�nition of the Derivative.

f 0(x) = lim
h! 0

f (x + h) � f (x)
h

� Power Rule.
(xn )0 = nxn � 1

� Linearity.
(a � f (x) + b� g(x))0 = a � f 0(x) + b� g0(x)
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� Product Rule.
(f (x) � g(x))0 = f 0(x) � g(x) + f (x) � g0(x)

� Quotient Rule. �
f (x)
g(x)

� 0

=
f 0(x) � g(x) � f (x) � g0(x)

g2(x)

� Chain Rule.
(f � g(x))0 = f 0(g(x)) � g0(x)

� Inverse Function Theorem.
�
f � 1(x)

� 0
=

1
f 0(f � 1(x))

� Trig Functions.

(sin(x))0 = cos(x)

(cos(x))0 = � sin(x)

(tan( x))0 = sec2(x)

(cot(x))0 = � csc2(x)

(sec(x))0 = sec(x) tan( x)

(csc(x))0 = � csc(x) cot(x)

� Inverse Trig Functions.

(arcsin(x))0 =
1

p
1 � x2

(arccos(x))0 = �
1

p
1 � x2

(arctan(x))0 =
1

x2 + 1

(arccot(x))0 = �
1

x2 + 1

(arcsec(x))0 =
1

x
p

x2 � 1

(arccsc(x))0 = �
1

x
p

x2 � 1

� Logs and Exponentials.

(ex )0 = ex

(bx )0 = bx � ln(b)

(ln( x))0 =
1
x

(logb(x))0 =
1

x ln(b)
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Integration
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Chapter 1

Inde�nite Integrals

The Fundamental Theorem of Calculus says that an integral (de�ned as the area under a curve) can be
easily evaluated via antiderivative. However, it turns out to be very di�cult and sometimes impossible
to �nd an antiderivative! In this chapter, we give several commonly used methods for antidi�erentiation.

Exercise 1.0.1. What is an Antiderivative Again? K

� Complete the de�nition of antiderivative. That is, if f (x) is a function, then we sayF (x) is
an antiderivative of f (x) if and only if...

� How do you use antiderivatives to evaluate de�nite integrals? Describe in a short sentence
below.

� Once you found an antiderivative, what could you do to check that it is correct? (Besides
just computing it again!)

1.1 The Method of u-Substitution

Undoing the Chain Rule
The technique ofu-substitution (a�ectionately known as \ u-sub" from here on) can be seen as the reverse
of the chain rule for antiderivatives.

Exercise 1.1.1. What Was the Chain Rule Again? K

� First, write down the chain rule.

(f (g(x))) 0 =

3



4 CHAPTER 1. INDEFINITE INTEGRALS

� Take the antiderivative of both sides of that equation.
Z

dx = f (g(x)) + C

In practice, we often make the substitution u = g(x) to condense the notation. This will take a nastier
integral with respect to x and replace it by a hopefully friendlier integral with respect to u. This process
of transforming from x to u involves the following three steps:

1. Choose u: Pick u to be equal to some expression involvingx. Frequently, it is helpful to pick u
to be some \inner function" in a composition of functions that appears in the integrand. However,
there is a lot of freedom regarding what substitution you make. Some choices ofu will be helpful,
and others will not be! It is important to be brave and just try some.

2. Di�erentiate u: Once you have a formula foru, di�erentiate with respect to x to get a formula
for du

dx . This will tell us what the conversion factor is betweenx units and u units.

3. Solve for dx: Use your derivative to solve for dx. Substitute that expression for the dx in the
integral to replace it with du.

For the sake of having this process in a nice little formula box, here is the above paragraph rewritten
concisely and precisely.

u-Substitution
R

f 0(g(x)) g0(x) dx =
R

f 0(u) du = f (u) + C = f (g(x)) + C

Example 1.1.2. An Example of Integration via u-sub

To evaluate
R

x cos
�
x2

�
dx, we identify u = x2 as a plausible choice based on our recollection of

chain rule. This gives the following change of variables:

Three Steps ofu-Substitution

Choice ofu Di�erentiate u Solve for dx

u = x2 du
dx = 2x dx = 1

2x du

We now replacex2 by u and replacedx by 1
2x du in our integral.

Z
x cos

�
x2�

dx =
Z

x � cos(u)
1

2x
du =

1
2

Z
cos(u) du =

1
2

sin(u) + C =
1
2

sin
�
x2�

+ C

Exercise 1.1.3. Checking Our Work K

As a follow up to the previous example, di�erentiate the answer to verify that you end up with
the original integrand!
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d
dx

�
1
2

sin
�
x2�

+ C
�

=

Example 1.1.4. A Trickier u-sub

Suppose we wish to evaluate the following integral:
Z

3
p

x
3
p

x + 1
dx

One possible approach is to letu be the denominator. The denominator can be thought of as the
\inner function" inside a reciprocal function and thus often makes a good choice foru.

Three Steps ofu-Substitution

Choice ofu Di�erentiate u Solve for dx

u = 3
p

x + 1 du
dx = 1

3 x � 2=3 dx = 3x2=3 du

We now perform the substitutions on the denominator and thedx.
Z

3
p

x
3
p

x + 1
dx =

Z
3
p

x
u

3x2=3 du = 3
Z

x
u

du

At the moment, it seems like things are going very poorly! We hoped thatx in the numerator
would nicely cancel out, like it did back in the more civilized age of Exercise 1.1.2. To �x this, we
solve for x in the equation u = 3

p
x + 1 to obtain x = ( u � 1)3. We now substitute that expression

for x in the integral.

3
Z

x
u

du = 3
Z

(u � 1)3

u
du

= 3
Z

u3 � 3u2 + 3u � 1
u

du

= 3
Z

u2 � 3u + 3 �
1
u

du

= u3 �
9
2

u2 + 9u � 3 ln juj + C

=
�

3
p

x + 1
� 3

�
9
2

�
3
p

x + 1
� 2

+ 9
�

3
p

x + 1
�

� 3 ln
�
� 3
p

x + 1
�
� + C

= x �
3
2

3
p

x
2

+ 3 3
p

x � 3 ln
�
� 3
p

x + 1
�
� + C
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Exercise 1.1.5. Missing Constants K

In the above example, all of the constant terms disappeared on the �nal step! Was that ok?

Exercise 1.1.6. Practice with u-sub KK

� Evaluate
R

6x +3
x 2 + x +8 dx.

� Evaluate
R (ln( x )) 2

x dx.

� Evaluate
R

xe� x 2
dx.

� Consider the integral Z
e(x 2 ) dx

Explain in words why the substitution u = x2 will not work in this case. Where do you get
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stuck?

Exercise 1.1.7. Create an Integral! KKK

Come up with your own integral that can be evaluated by u-sub. Find a partner and trade! See if
you can evaluate each other's integrals withu-sub, or explain to your partner why theirs cannot
be evaluated usingu-sub.

Antiderivatives of the Six Trig Functions

In Calculus I, we found the derivatives of all six trig functions. List those below.
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Exercise 1.1.8. Recalling the Derivatives of the Six Trig Functions K

Write the derivative of each of the following trig functions:

� d
dx (sin(x)) =

� d
dx (cos(x)) =

� d
dx (tan( x)) =

� d
dx (cot(x)) =

� d
dx (sec(x)) =

� d
dx (csc(x)) =

From these, we easily obtain the antiderivatives of sine and cosine.

Exercise 1.1.9. Integrals of Sine and Cosine K

Use the derivatives above to compute the following antiderivatives.

�
R

sin(x) dx =

�
R

cos(x) dx =

For tangent and cotangent, we needu-sub.

Example 1.1.10. Antiderivative of Tangent

We compute the antiderivative of tangent by rewriting as tan( x) = sin( x )
cos(x ) and then using the

substitution u = cos(x). Di�erentiating both sides produces dx = du
� sin( x ) . We now apply these

substitutions:
Z

tan(x) dx =
Z

sin(x)
cos(x)

dx

=
Z

sin(x)
u

du
� sin(x)

= �
Z

1
u

du

= � ln juj + C

= � ln j cos(x)j + C

The method used to antidi�erentiate tangent can be adapted to also antidi�erntiate cotangent.
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Exercise 1.1.11. Integral of Cotangent KK

Find the antiderivative of cotangent.
Z

cot(x) dx =

The antiderivative of secant is much trickier! The process is not intuitive and requires a rabbit out of
a hat.

Example 1.1.12. Integral of Secant

Since multiplication by 1 does not change the integrand, we are free to multiply by 1 whenever it
is helpful. Here, it turns out to be helpful to multiply by sec(x )+tan( x )

sec(x )+tan( x ) . This is the rabbit.

Z
sec(x) dx =

Z
sec(x)

sec(x) + tan( x)
sec(x) + tan( x)

dx

=
Z

sec2(x) + sec(x) tan( x)
sec(x) + tan( x)

dx

=
Z

sec2(x) + sec(x) tan( x)
u

1
sec(x) tan( x) + sec2(x)

du

=
Z

1
u

du

= ln juj + C

= ln j sec(x) + tan( x)j + C

The above method can be adapted to antidi�erentiate cosecant.

Exercise 1.1.13. Integral of Cosecant KK

Find the antiderivative of cosecant.
Z

csc(x) dx =
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1.2 Integration by Parts

Integration by parts (IBP) is the Product Rule spun around backwards to become a rule for antiderivatives
rather than derivatives.

Exercise 1.2.1. Reversing the Product Rule KK

Fill in the blanks in the following construction of integration by parts:

� Recall the Product Rule for derivatives.

(f (x)g(x))0 =

� Take an antiderivative of both sides.

=
Z

(f 0(x)g(x)) dx +
Z

(f (x)g0(x)) dx

� Rewrite the equation by subtracting the term
R

(f 0(x)g(x)) dx from both sides.

=

� To condense the notation, it is customary to make the substitutionsu = f (x) and v = g(x).
Thus, we say du

dx = f 0(x) and similarly dv
dx = g0(x). Multiply the dx to the right-hand side in

both of those equations, we obtain

du =

and
dv =

� Use these substitutions to replace all instances ofx; f; and g by u and v and conclude the
IBP formula.

Just for sake of having it in its own box, here it is again!

Integration by Parts
Formula

R
u dv = uv �

R
v du
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We typically use this to integrate a product of functions in the case that u-substitution does not work.
You can identify one factor of your integrand as u, the remaining factor as dv, and plug into the IBP
formula. There are three main types:

1. A product with one factor that becomes much simpler upon di�erentiation

2. A not-quite-a product that we turn into a product

3. An integrand that reappears after applying IBP

We illustrate each of these methods with an example.

A Product with One Factor That Becomes Much Simpler Upon
Di�erentiation
We let u be whichever factor becomes simpler when it is di�erentiated. The other factor by default must
then be set equal todv.

Example 1.2.2. Integrating a Product

Suppose we wish to �nd an antiderivative for the function x �cos(x). We can either chooseu = x or
u = cos(x). Since u = x has lovely little constant function 1 as its derivative, whereasu = cos(x)
would produce just another trig function as its derivative, we concludeu = x is the better choice.

Choice ofu and dv

u = x v = sin( x)

du = dx dv = cos(x) dx

We are now ready to calculate the antiderivative via IBP:
Z

x � cos(x) dx =
Z

u dv = uv �
Z

v du = x � sin(x) �
Z

sin(x) dx = x � sin(x) + cos(x) + C

Exercise 1.2.3. Checking Our Work K

Take the derivative of our result, x sin(x) + cos(x) + C, to verify that it is in fact the correct
antiderivative!
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Exercise 1.2.4. An Integral via both u-sub and IBP KKK

Consider the integral Z
x

p
x + 1 dx

� Evaluate the integral using the u-sub u = x + 1.

� Evaluate the integral using IBP, choosingu = x and dv =
p

x + 1 dx.

� Your answers will appear very di�erent! Is one incorrect? Or are they compatible?
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A Not-Quite-a Product That We Turn into a Product

Often, an integrand that does not appear to be a product can be rewritten as product in a helpful way.
This often includes rewriting the integrand as the integrand times one . We let u be the entire
integrand, leaving dv to just be the invisible 1 times dx.

Example 1.2.5. Multiplying by 1 in an IBP

Suppose we wish to �nd an antiderivative for the function arccos(x). We identify u = arccos(x)
which leavesdv = 1 � dx. Thus we make the following declarations:

Choice ofu and dv

u = arccos(x) v = x

du = � 1p
1� x 2 dx dv = 1 � dx

We are now ready to calculate the antiderivative via IBP:
Z

arccos(x) � 1 � dx =
Z

u dv = uv �
Z

v du = x � arccos(x) �
Z

x
�

�
1

p
1 � x2

�
dx

= x arccos(x) +
Z

x
p

1 � x2
dx = x arccos(x) �

p
1 � x2 + C

Exercise 1.2.6. Filling in the Details KK

Notice that the very last step of the above example was in fact au-substitution! Show the details
of how that antiderivative was carried out.

Z
x

p
1 � x2

dx =
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Exercise 1.2.7. The Antiderivative of the Natural Logarithm KK

Apply the same technique to �nd an antiderivative for the function ln( x).

An Integrand that Reappears After Applying IBP
Sometimes, we can get the original expression to come back after applying integration by parts one or
more times. Once this occurs, you cangive some name to the integral (we will use I ) and solve
for it as you would solve any equation in algebra!

Example 1.2.8. An Integrand that Reappears After IBP

Suppose we wish to �nd an antiderivative for the function e2x cos(x). Call I the desired antideriva-
tive. That is:

I =
Z

e2x cos(x) dx

We now wish to apply IBP, so we make the following declarations:

Choice ofu and dv

u = e2x v = sin( x)

du = 2e2x dx dv = cos(x) dx

We are now ready to calculate the antiderivative via IBP:

I =
Z

u dv

= uv �
Z

v du

= e2x sin(x) �
Z

sin(x) � 2e2x dx

= e2x sin(x) � 2
Z

e2x sin(x) dx
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We notice now that the new integral is again a product of functions (and does not appear to be
doable via u-sub) so we apply IBP once again with the following declarations (using newu and
v):

Choice ofu and dv

u = e2x v = � cos(x)

du = 2e2x dx dv = sin( x) dx

We now proceed with the previous expression, using the new IBP setup and notice that the original
integral I reappears:

I = e2x sin(x) � 2
Z

u dv

= e2x sin(x) � 2
�

uv �
Z

v du
�

(./ )

= e2x sin(x) � 2
�

e2x (� cos(x)) �
Z

(� cos(x))2e2x dx
�

(./ )

= e2x sin(x) + 2 e2x cos(x) � 4
Z

e2x cos(x) dx

= e2x sin(x) + 2 e2x cos(x) � 4I

At �rst glimpse this seems troubling; we have reduced the problem we are trying to solve to solving
the exact same problem that we are trying to solve! Yet upon further inspection, it becomes clear
that this is in fact an equation involving I , and thus we can solve for it! Proceeding:

I = e2x sin(x) + 2 e2x cos(x) � 4I

5I = e2x sin(x) + 2 e2x cos(x)

I =
e2x sin(x) + 2 e2x cos(x)

5

and we are done, concluding that
Z

e2x cos(x) dx =
e2x sin(x) + 2 e2x cos(x)

5
+ C

Exercise 1.2.9. Carefulness K

In the example above, there are two lines labeled with bowties (./ ). Explain briey in a sentence
or two why those giant parentheses are present. What would go wrong if those parentheses were
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not there?

Example 1.2.10. Another Reappearing IBP Integral

Suppose we wish to �nd an antiderivative for the function tan( x) sec2(x). We identify dv =
sec2(x) dx as having a nice clean antiderivative, which leavesu = tan( x) by default. Thus we
make the following declarations:

Choice ofu and dv

u = tan( x) v = tan( x)

du = sec2(x) dx dv = sec2(x) dx

We are now ready to calculate the antiderivative via IBP:
Z

tan(x) sec2(x) dx = tan( x) tan( x) �
Z

tan(x) sec2(x) dx

We notice that the original integral has reappeared! We give it the nameI and solve. The equation
becomesI = tan 2(x) � I , which implies that 2I = tan 2(x). Dividing by two produces the following
result:

Z
tan(x) sec2(x) dx =

1
2

tan2(x) + C

Exercise 1.2.11. Alternate Solutions KK

Find the antiderivative of tan( x) sec2(x) yet again but by two di�erent methods! In particular,
try...

� ...a u-sub with u = tan( x).
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� ...an IBP with u = sec(x) and dv = tan( x) sec(x) dx.

Con�rm that your answers match the result of Exercise 1.2.10.

Exercise 1.2.12. A Tricky but Important One: Secant Cubed KKK

Find an antiderivative for the function sec3(x). (Hint: Split the cube as sec3(x) = sec2(x) sec(x).
Also, the Pythagorean Identity tan 2(x) = sec2(x) � 1 will be useful.)

Mixed Practice with Substitution/IBP
Sometimes it is not obvious which technique to use in solving a particular problem. One must often use
more than one technique of integration in combination.
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Exercise 1.2.13. Practice on u-sub and/or IBP KKK

� Find an antiderivative for the function cos(
p

x).

� Evaluate
R

e
p

2x dx.

� Evaluate
R

arcsin(5x) dx.
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� Evaluate
R

e2x sin(2x) dx.

Exercise 1.2.14. Who is u vs Who is dv? KK

Suppose we wish to �nd an antiderivative for the function x2:5 ln(x). There are two natural choices
for u. We can let u = x2:5 and dv = ln( x) dx, or we can let can letu = ln( x) and dv = x2:5 dx.

� Apply just the �rst step of IBP with u = x2:5 and dv = ln( x) dx.

Z
x2:5 ln(x) dx =

� Apply just the �rst step of IBP with u = ln( x) and dv = x2:5 dx.

Z
x2:5 ln(x) dx =

� Write a short explanation regarding which choice ofu will be easier to use to evaluate the
integral and why.

� Carry out the integral using whichever choice you decided was easier.

Z
x2:5 ln(x) dx =
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� Di�erentiate your answer to check that your antiderivative is correct.
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1.3 Integrating Products of Powers of Sine and Cosine

In this section, we give an algorithm to �nd an antiderivative of the form

Z
sinn (x) cosm (x) dx

for n; m 2 N.

Exercise 1.3.1. Knowledge is Power K

There are two exponents in the integrand above.

� What symbol above is the exponent of sine?

� What symbol above is the exponent of cosine?

Note that some sine-cosine integrals can be done by techniques you have already learned. For example,
n or m is equal to 1, ordinary u-substitution will work just �ne!

Exercise 1.3.2. u-sub with Sines and Cosines KK

Evaluate the following integral using the substitution u = sin( x):
Z

sin2(x) cos(x) dx

There are two types of integrals containing powers of sine and cosine. The �rst type is the case where
we have at least one odd exponent; the second type is where both exponents are even. We show an
overview of how to handle each case in the following awesome ow chart:
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GivenR
sinn (x) � cosm (x)dx.

Is at least one
of n or m odd?

Is n odd or is m odd?

Break o� one power
of sine so you have:R

sinn � 1(x) cosm (x) sin(x)dx

Your choice! Use one of
the following substitutions:

cos2(x) = 1 � sin2(x)
Or!

sin2(x) = 1 � cos2(x)

Use the substitution:
sin2(x) = 1 � cos2(x)

Break o� one power
of cosine so you have:R

cosm � 1(x) sinn (x) cos(x)dx

Use the substitution:
cos2(x) = 1 � sin2(x)

Proceed with half
angle identities.

Cosine half angle identity:
cos2(x) = 1+cos(2 x )

2

Sine half angle identity:
sin2(x) = 1� cos(2x )

2

Yes No

n is odd m is odd

Both odd

At Least One Odd Power
Recall the Pythagorean identity for sine and cosine (written in two useful forms here):

Pythagorean Theorem Slightly Rewritten

cos2(x) = 1 � sin2(x) sin2(x) = 1 � cos2(x)

If at least one exponent is odd, we pull one of those functions out for the \du" and perform u-sub.
We then use the Pythagorean trig identity to rewrite sine and cosine in terms of each other as needed.

Example 1.3.3. Odd Power Case

Here we compute the integral Z
sin7(x) cos2(x) dx:

In this case, we proceed using the substitutionu = cos(x), so dx = 1
� sin( x ) du.
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Z
sin7(x) cos2(x) dx =

Z
sin6(x) cos2(x) sin(x) dx

=
Z �

sin2(x)
� 3

cos2(x) sin(x)
1

� sin(x)
du

=
Z �

1 � cos2(x)
� 3

cos2(x)( � 1) du

= �
Z �

1 � u2� 3
u2 du

= �
Z �

1 � 3u2 + 3u4 � u6�
u2 du

= �
Z �

u2 � 3u4 + 3u6 � u8�
du

= �
�

1
3

u3 �
3
5

u5 +
3
7

u7 �
1
9

u9
�

+ C

= �
1
3

cos3(x) +
3
5

cos5(x) �
3
7

cos7(x) +
1
9

cos9(x) + C

Exercise 1.3.4. Why Odd Mattered K

In Example 1.3.3, the exponent of sine (in this case, the number 7) being odd really mattered. If
that 7 were replaced by an even number instead, why would this approach have failed? Answer
in a few short sentences below.
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Exercise 1.3.5. Try a Few with Odd Exponents KK

� Find an antiderivative for the function sin 5(x) cos2(x).

� Evaluate
R

cos9(x) dx. (Hint: Pascal's Triangle will be extremely helpful!)

Exercise 1.3.6. Two Di�erent Options KK

� Consider
R

cos(x) sin3(x) dx.
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{ Compute this integral using u = cos(x).

{ Compute this integral using u = sin( x).

{ Your two answers will appear very di�erent! Show that they are in fact compatible.

� Consider
R

cos3(x) sin11(x) dx.

{ Can you compute this integral using u = cos(x)? Explain.

{ Can you compute this integral using u = sin( x)? Explain.
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{ Which of the two above substitutions will be easier to use? Carry out the integration,
using the easier of the two.

Both Even Powers

Recall the Half-Angle Identities!

Half-Angle Identities

cos2(x) = 1+cos(2 x )
2 sin2(x) = 1� cos(2x )

2

If the powers of sine and cosine are both even, we use the half-angle identities for both sine and cosine.
This can get quite messy, but it works!

Exercise 1.3.7. Just Cosines without Sine K

Consider the following integral: Z
cos6(x) dx

Here the exponent on cosine is the even number 6. What is the exponent of sine in that integrand?
Is that an even number?

Example 1.3.8. Carrying Out Antidi�erentiation with the Half-Angle Identities

We now show how the half-angle identities help antidi�erentiate the sixth power of cosine.
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Z
cos6(x) dx =

Z �
cos2(x)

� 3
dx

=
Z �

1 + cos(2x)
2

� 3

dx

=
1
8

Z
1 + 3 cos(2x) + 3 cos2(2x) + cos3(2x) dx

=
1
8

� Z
1dx +

Z
3 cos(2x) dx +

Z
3 cos2(2x) dx +

Z
cos3(2x) dx

�

Notice that we now have four integrals. The �rst is easy, the second is au-substitution, and the
third is another even power of cosine (where we again use the half-angle identity). Finally, the
fourth is an odd power of cosine, so we can use the technique from the previous section.

Exercise 1.3.9. Finishing the Example KK

Carry out each of these processes to compute the four integrals:

�
R

1dx

�
R

3 cos(2x) dx

�
R

3 cos2(2x) dx

�
R

cos3(2x) dx
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Add your antiderivatives together and combine like terms to produce your �nal answer for the
integral! Oh and remember that one-eighth.

Z
cos6(x) dx =

Exercise 1.3.10. Checking the Previous Example KKK

Di�erentiate your answer and verify you get the original integrand back.

Exercise 1.3.11. Practice with the Even Case KK

� Find an antiderivative for the function sin 2(3x).
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� Find an antiderivative for the function sin 4(x).

� Find an antiderivative for the function sin 2(x) cos2(x).
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1.4 Trigonometric Substitution

There are many other integrals that do not yield to the techniques that we have already covered, but at
least some integrals can be turned into trigonometric integrals through clever substitution. Consider the
following integral.

Example 1.4.1. Why Bother?

Suppose we wish to evaluate Z
1

1 � x2 dx:

We can't get away with a clean u-substitution, and IBP doesn't help at all either. So we need to
try a di�erent kind of substitution. In particular, if we build a right triangle with a hypotenuse of
length 1 and an opposite side of lengthx, the remaining side would have length

p
1 � x2 by the

Pythagorean Theorem.

1
x

p
1 � x2

�

This suggests two useful substitutions:

sin(� ) =
opposite

hypotenuse
=

x
1

and cos(� ) =
adjacent

hypotenuse
=

p
1 � x2

1
:

This gives us that

x = sin( � ) and 1 � x2 = cos2(� ):

We can di�erentiate both sides of x = sin( � ) to get that dx = cos(� ) d� . Then we can substitute:

Z
1

1 � x2 dx =
Z

1
cos2(� )

cos(� ) d�

=
Z

1
cos(� )

d�

=
Z

sec(� ) d�

= ln j sec(� ) + tan( � )j + C:

Of course, we need to undo our substitution. When we refer back to our triangle from before, we
note that sec(� ) = 1p

1� x 2 and tan � = x
1� x 2 . So we get the result:

Z
1

1 � x2 dx = ln

�
�
�
�

1
p

1 � x2
+

x
p

1 � x2

�
�
�
� + C:

Though in theory, you could use any trigonometric function, the three commonly used trigonometric
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substitutions are sine, tangent, and secant. These substitutions arise from building triangles for three
di�erent binomial structures, a2 � x2, a2 + x2, and x2 � a2 respectively. These three substitutions are
shown in the table below.

Trigonometric Substitutions

If you see... ...use the triangle... ... where

a2 � x2

a
x

p
a2 � x2

�
x = a sin �

a2 + x2

p
a2 + x2

x

a
�

x = a tan �

x2 � a2

x p
x2 � a2

a
�

x = a sec�

Exercise 1.4.2. Why Only Three Cases? K

In the table above, we have cases for how to clean up expressions of the forma2 � x2, a2 + x2,
and x2 � a2. Why is there not a fourth case for x2 + a2?

Exercise 1.4.3. What About the Cofunctions? K

When we built the example at the beginning of this section, we used a triangle that speci�cally
yielded the substitution x = sin( � ).

� Instead, evaluate Z
1

1 � x2 dx

using the triangle below that gives the substitution x = cos(� ).
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1
p

1 � x2

x

�

� Which substitution do you prefer? Why?

� Can you think of a reason to try to avoid the cofunction substitutions, x = cos(� ), x = cot( � )
and x = csc(� )?

Sine Substitution

When we see an expression of the forma2 � x2 in the integrand, we think of the identity 1 � sin2(� ) =
cos2(� ). This motivates the following substitution:

Sine Substitution

x = a � sin(� )

a
x

p
a2 � x2

�

The next example will require use of the Double-Angle Identities for sine and cosine. We recall these
before we dive in!

Exercise 1.4.4. Recalling the Double-Angle Formulas K

� The double-angle formula for sine is sin(2� ) =

� The double-angle formula for cosine is cos(2� ) =

� What do you get if you apply the sine double-angle identity to sin(4� )? Speci�cally, think
of sin(4� ) as sin (2� 2� ).

We now put our sine substitution to use to evaluate an antiderivative!
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Example 1.4.5. Using a Sine Substitution

Suppose we wish to evaluate Z �
4 � x2� 3=2

dx:

Let's see if we can substitute! In particular, notice the binomial 4� x2. This di�erence of squares
suggests that we can build the following triangle. Note that if we allow the hypotenuse of the
triangle to have a length of 2 and the opposite leg to have a length ofx, then the remaining leg
of the triangle must be

p
4 � x2 by the Pythagorean Theorem!

2
x

p
4 � x2

�

There are two critical substitutions suggested here:

sin � =
x
2

and cos� =

p
4 � x2

2
:

We can multiply both sides by 2 to get

2 sin� = x and 2 cos� = (4 � x2)
1
2 :

We then di�erentiate both sides of the former to �nd the conversion between the di�erentials and
then multiply both sides by d� :

dx = 2 � cos(� ) d�

We now use the above equations to substitute for (4� x2)
1
2 and dx in the integral:

Z �
4 � x2� 3=2

dx =
Z

(2 cos(� ))3 � 2 cos(� )d�

= 2
Z

8 cos3(� ) � cos(� )d�

= 16
Z

cos4(� )d�

Recall the previous section where we learned how to antidi�erentiate even powers of sine and
cosine! Using those techniques, we can �nd that

Z
cos4(� ) d� = 6 � + 4 sin(2� ) +

1
2

sin(4� ) + C:

It still remains to unwind the trigonometric substitution back in terms of x rather than � . Our
original substitution argument is � , whereas currently we have 2� and 4� as arguments. In order
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to resolve this, we use the sine and cosine double angle formulas and the Pythagorean identity.
Proceeding:

Z �
4 � x2� 3=2

dx = 6 � + 4 � sin(2� ) +
1
2

sin(4� ) + C

= 6 � + 4 � 2 � sin(� ) cos(� ) + sin(2 � ) cos(2� ) + C

= 6 � + 4 � 2 � sin(� ) cos(� ) + 2 � sin(� ) cos(� )
�
cos2(� ) � sin2(� )

�
+ C

= 6 � arcsin
� x

2

�
+ 4 � 2

x
2

p
4 � x2

2
+ 2

x
2

p
4 � x2

2

�
4 � x2

4
�

x2

4

�
+ C

= 6 � arcsin
� x

2

�
+ 4 � 2

x
2

p
4 � x2

2
+

x
p

4 � x2

2

�
1 �

x2

2

�
+ C

= 6 arcsin
� x

2

�
+ 2x

p
4 � x2 +

x
p

4 � x2

2
�

x3
p

4 � x2

4
+ C

Exercise 1.4.6. Checking Our Work KKK

Use techniques from the previous section to verify that
Z

cos4(� ) d� = 6 � + 4 sin(2� ) +
1
2

sin(4� ) + C:

Exercise 1.4.7. Try One on your own! KKK

Evaluate the following antiderivative:
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Z
x3 �

16 � x2� 5=2
dx

(Hint: Recall our methods for integrating powers of sines and cosines!)

Secant Substitution

When we see an expression of the formx2 � a2 in the integrand, we think of the identity sec2(� ) � 1 =
tan2(� ), so we use the following substitution:

Secant Substitution

x = a � sec(� )

x p
x2 � a2

a
�

Example 1.4.8. A Secant Substitution

Suppose we wish to evaluate the following integral:
Z

1
x4 � 9x2 dx

Sincex4 � 9x2 = x2
�
x2 � 9

�
, we let a = 3 and use the following triangle:
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x
p

x2 � 9

3

�

x = 3 sec (� )

dx = 3 sec (� ) tan ( � ) d�
p

x2 � 9 = 3 tan( � )

x2 � 9 = 9 tan 2(� )

We now apply these substitutions to rewrite the integral in terms of � .

Z
1

x4 � 9x2 dx =
Z

1
x2 (x2 � 9)

dx

=
Z

3 sec (� ) tan ( � )
9 sec2 (� )

�
9 tan2 (� )

� d�

=
Z

3 sec (� ) tan ( � )
81 sec2 (� ) tan2 (� )

d�

=
1
27

Z
1

sec (� ) tan ( � )
d�

=
1
27

Z
cos2 (� )
sin (� )

d�

=
1
27

Z
1 � sin2 (� )

sin (� )
d�

=
1
27

Z
1

sin (� )
d� �

1
27

Z
sin2 (� )
sin (� )

d�

=
1
27

Z
csc (� ) d� �

1
27

Z
sin (� ) d�

= �
1
27

ln jcsc (� ) + cot ( � )j +
1
27

cos (� ) + C

Here we have successfully taken the antiderivative, and now need to just get back tox from � .
We can use the triangle from the substitutions earlier. This enables us to compute the other trig
functions using this triangle.

Exercise 1.4.9. Getting from � back to x K

Complete the above example by using the triangle to �nd the values of the other trig functions.
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cos(� ) =

cot(� ) =

csc(� ) =

Then plug these expressions back into our antiderivative to get a �nal answer in terms ofx rather
than � . Make these substitutions and then simplify to verify the �nal answer shown below. Show
your work below.

Z
1

x4 � 9x2 dx = �
1
27

ln jcsc (� ) + cot ( � )j +
1
27

cos (� ) + C

=

=

=
1

9x
�

1
27

ln

�
�
�
�

x + 3
p

x2 � 9

�
�
�
� + C

Exercise 1.4.10. Yes You Can! Take the Cant Out of Secant! KKK

Evaluate the following antiderivative:
Z p

x2 � 4dx:
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Tangent Substitution

When we see an expression of the forma2 + x2 or x2 + a2 (which are the same) in the integrand, we think
of the identity tan 2(� ) + 1 = sec2(� ), so we use the following substitution:

Tangent Substitution

x = a � tan( � )

p
a2 + x2

x

a
�

Exercise 1.4.11. Revisiting an Old Friend KK

� Recall the derivative of arctangent:

d
dx

(arctan(x)) =

� We should be able to reverse the above by taking the antiderivative of the right-hand side.
Perform this antiderivative using the substitution x = tan( � ):

Z
1

1 + x2 dx =
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Preprocessing with Algebra or u-sub

Often we need to do a little algebra and/or u-sub to get the integrand into a form where we can then
perform trig sub.

Exercise 1.4.12. A Bit of Algebra to Help Us KKK

� Explain why the two following expressions are equal:

(4x2 + 1) 2 =
�
(2x)2 + 1 2� 2

� Use the equality above to develop a tangent substitution to evaluate the following antideriva-
tive:

Z
1

(4x2 + 1) 2 dx
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A trick from algebra that is often used with trigonometric substitution is completing the square. You
might need to complete the square to get it into a form where a trig sub will work.

Example 1.4.13. Completing the Square

Suppose we wish to �nd an antiderivative for the function
�
x2 + x � 1

� � 2
. We begin by completing

the square on the quadratic polynomial:

x2 + x � 1 = x2 + x +
1
4

�
1
4

� 1

=
�

x +
1
2

� 2

�
5
4

We now use the substitution that this quadratic motivates. Namely, we pick a =
p

5
2 since we

want its square to be �ve-fourths. Where x used to go in the problems above, we now have an
x + 1

2 . Thus our substitution is found in the following triangle.

x +
1
2 s �

x +
1
2

� 2

�
5
4

p
5

2

�

Exercise 1.4.14. Completing the Example KKK

Use the substitutions suggested in the example above to �nd the antiderivative.
Z

1
(x2 + x � 1)2 dx =

Exercise 1.4.15. Try One On Your Own KKK

Evaluate the following antiderivative:
Z

x
p

2x2 � 4x � 7
dx
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1.5 Partial Fraction Decomposition

In this section, we will combine the techniques of all previous sections and learn how to antidi�erentiate
rational functions!

Exercise 1.5.1. What is a Rational Function Again? K

What is the de�nition of a rational function ?

A partial fraction decomposition (PFD) is a way to decompose a rational function (a polynomial
divided by a polynomial) as a sum of simpler rational functions. This is purely an algebraic trick that
fundamentally does not involve calculus. It is useful in many contexts! Here we apply it to (of course)
�nding antiderivatives. Typically, a given rational function is too challenging to antidi�erentiate as is.
Once we break it up into smaller pieces via PFD, it becomes manageable.

The fundamental idea is simple. If we have a fraction that has more than one factor in the denominator,
we can rewrite it as a sum of fractions whose denominators have the original denominator as their least
common multiple.

Exercise 1.5.2. Trying This with Integers Before We Go to Polynomials K

Consider the fraction 1
6 . We notice that the denominator, six, is equal to two times three. Thus,

we attempt to write one-sixth as a sum of fractions whose denominators are two and three.
Find integers A and B such that:

1
6

=
A
2

+
B
3

Check your answer by adding the fractions on the right hand side back together to verify you get
one-sixth.

Warming Up with a Small Example
Partial fraction decomposition is the same idea, except we are working with polynomials rather than just
integers.

Example 1.5.3. Our First Decomposition!

To decompose the fraction 1
x 2 � 1 , we �rst factor the denominator into x2 � 1 = ( x � 1)(x + 1).

Thus, we look for an expression of the form

1
x2 � 1

=
A

x � 1
+

B
x + 1

for some numbersA and B . To �nd such A and B , we multiply both sides by x2 � 1 to produce
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the polynomial equation
1 = A(x + 1) + B (x � 1)

Since we want the expressions to be equal for all values ofx, we pick convenient values ofx to
plug in to solve for A and B .

� Set x = 1:
1 = A � (2) + B � (0) =) A =

1
2

� Set x = � 1:

1 = A � (0) + B � (� 2) =) B = �
1
2

At last, we have obtained the partial fraction decomposition!

1
x2 � 1

=
1
2

x � 1
�

1
2

x + 1

Exercise 1.5.4. Checking Our Work K

Take the right-hand side of the above equation and add the two fractions together by �nding a
common denominator. Verify that their sum is the original rational function 1

x 2 � 1 .

Example 1.5.5. Finding the Same PFD by Expanding and Equating Coe�cients

We repeat the above example but demonstrate an alternate way to �nd our coe�cients. Recall
the equation

1 = A(x + 1) + B (x � 1)

In the previous example, we proceeded by plugging in numerical values forx. Instead, we could
fully multiply out the polynomials and combine like terms. This produces

1 = ( A + B )x + ( A � B )

We can pad the left-hand side with a degree one term with coe�cient zero to put both sides in
the form \number times x plus number".

0x + 1 = ( A + B )x + ( A � B )

Now we can construct a system of two equations in two unknowns by equating one coe�cient at
a time. Speci�cally, we build it as:
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Degree zero coe�cient of LHS = Degree zero coe�cient of RHS =) 1 = A � B

Degree one coe�cient of LHS = Degree one coe�cient of RHS =) 0 = A + B

The resulting linear system in two equations and two unknowns can then be solved via any
applicable method (substitution, elimination, matrices, etc).

Exercise 1.5.6. Solve the System K

Solve the linear system of two equations and two unknowns in the example above. Verify you
obtain the same values forA and B that we found in Example 1.5.3.

Exercise 1.5.7. Using a PFD to Find an Antiderivative KK

� Find an antiderivative of 1
x 2 � 1 by antidi�erentiating

1
2

x � 1
�

1
2

x + 1
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� Verify the answer is the same as what you would get if you had taken the antiderivative of
1

x 2 � 1 using the trigonometric substitution x = sec(� ). Compare this answer to the negative
of the answer obtained in Example REF, noting that all three must in fact be equivalent by
the transitive property of equality and since

1
1 � x2 = �

1
x2 � 1

:

It turns out there are three strange things that can happen when �nding a PFD, namely:

1. The degree of the numerator is greater than or equal to the degree of the denominator.

2. The denominator has one or more irreducible quadratic factors (where irreducible quadratic means
a degree two polynomial that has no real roots).

3. The denominator has one or more repeated factors.

Each has a particular workaround. Below, we describe these methods and show a corresponding
hideous example that demonstrates all of these steps.

Exercise 1.5.8. Reminding Ourselves of Some Language K

� What exactly does irreducible quadratic mean?

� Give an example of a quadratic polynomial that is irreducible.
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� Give an example of a quadratic polynomial that is not irreducible.

� Is the polynomial x2 an irreducible quadratic? Explain why or why not.

The General Method of PFD

The process for performing a partial fraction decomposition ofp(x )
q(x ) is as follows:

1. Polynomial Long Division: If the degree ofp(x) is not strictly smaller than the degree of q(x),
start by performing polynomial long division to split the fraction into a quotient and remainder. In
the remainder term, the numerator will now have degree less than the denominator.

2. Factor Denominator: Factor the denominator into a product of powers of linear and irreducible
quadratic polynomials.

3. Set Up Terms in the Summation:

(a) Linear Factors: If the denominator is divisible by (x � r )n for some real numberr and
positive natural number n, we build terms that look like

A1

x � r
+

A2

(x � r )2 +
A3

(x � r )3 + � � � +
An

(x � r )n

where the A i represent unknown real constants. That is, you use all consecutive powers of a
linear factor as denominators and have arbitrary constants as numerators.

(b) Irreducible Quadratic Factors: Let b and c be real numbers and supposex2 + bx + c is
an irreducible quadratic. If the denominator is divisible by (x2 + bx + c)n for some positive
natural number n, we build terms that look like

A1x + B1

x2 + bx + c
+

A2x + B2

(x2 + bx + c)2 +
A3x + B3

(x2 + bx + c)3 + � � � +
An x + Bn

(x2 + bx + c)n

where theA i and B i represent unknown real constants. That is, you use all consecutive powers
of a linear factor as denominators and have arbitrary constants as numerators.

4. Clear Denominators: Multiply each side of your equation by the denominator q(x) to clear all
fractions.

5. Solve for Unknowns: Solve for the unknown constants by plugging in convenient values ofx
(since we want the expression to be true for all values ofx). The roots of q(x) are always good
choices forx values, but other friendly numbers like zero or one are also often helpful.

6. Plug Values Back into the Previously Unknown Numerators: Plug your constants back in
to conclude the equality of your original rational expression with its PFD.
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Example 1.5.9. An Epic PFD

We now �nd the partial fraction decomposition of the rational function

r (x) =
x7 + 8x6 + 25x5 + 52x4 + 79x3 + 13x2 � 61x + 81

x6 + 9x5 + 28x4 + 36x3 + 27x2 + 27x

This rational function has quotient x � 1 and remainder 6x5 + 44x4 + 88x3 + 13x2 � 34x + 81 upon
long division. So, for our �rst step in the decomposition we have

r (x) = x � 1 +
6x5 + 44x4 + 88x3 + 13x2 � 34x + 81
x6 + 9x5 + 28x4 + 36x3 + 27x2 + 27x

We now ignore the quotient and work on breaking up the fractional piece. The denominator is
divisible by x, so we factor that out. Next, we use the Rational Root Theorem to form a list
of possible roots and divide o� the corresponding factors as we �nd them. Working out all the
algebra, we conclude the denominator factors as

x6 + 9x5 + 28x4 + 36x3 + 27x2 + 27x = x(x + 3) 3(x2 + 1)

In this particular setting, x, x + 3, ( x + 3) 2, and (x + 3) 3 are the relevant powers of linear factors.
The factor x2 +1 is the only irreducible quadratic. ( Note: (x +3) 2 is not an irreducible quadratic
term; it is a common mistake to consider it so. It is a power of a linear term and should be treated
as such.) We now set up our sum.

6x5 + 44x4 + 88x3 + 13x2 � 34x + 81
x(x + 3) 3(x2 + 1)

=
A
x

+
B

x + 3
+

C
(x + 3) 2 +

D
(x + 3) 3 +

Ex + F
x2 + 1

Since fractions are a pain, we get rid of them! Multiplying both sides byx(x + 3) 3(x2 + 1), our
equation becomes

6x5 + 44x4 + 88x3 + 13x2 � 34x + 81

= A(x + 3) 3(x2 + 1) + Bx (x + 3) 2(x2 + 1) + Cx(x + 3)( x2 + 1) + Dx (x2 + 1) + ( Ex + F )x(x + 3) 3

We now solve for our unknown coe�cients. It is highly convenient to set x = 0. This produces the
equation 81 = A(3)3 which implies A = 3. Similarly, we set x = � 3. This produces the equation

6(� 3)5 + 44( � 3)4 + 88( � 3)3 + 13( � 3)2 � 34(� 3) + 81 = D(� 3)(( � 3)2 + 1)

which simpli�es to 30 = D(� 30) which implies D = � 1. We have now run out of the most conve-
nient values to choose forx, namely the roots of the denominator. At this point, we unfortunately
need to do something messy! We can either plug in less than optimal values ofx, for example
x = 1, then x = � 1, then x = 2, etc, and solve the resulting simultaneous system of equations
that results. Or, we can multiply out the polynomials and equate coe�cients one degree at a time
(the method of Example 1.5.5). Carrying out either of these methods will produce

B = 2 ; C = 1 ; E = 1 ; F = � 5

At last, we plug the values for the constantsA; B; C; D; E; and F back into the original decom-
position (with quotient). Our �nal PFD is

x7 + 8x6 + 25x5 + 52x4 + 79x3 + 13x2 � 61x + 81
x6 + 9x5 + 28x4 + 36x3 + 27x2 + 27x

= x� 1+
3
x

+
2

x + 3
+

1
(x + 3) 2 �

1
(x + 3) 3 +

x � 5
x2 + 1



1.5. PARTIAL FRACTION DECOMPOSITION 49

Exercise 1.5.10. Identifying the Steps of PFD K

In the ridiculous example above, label each of the six steps of partial fraction decomposition.
Where exactly does each step occur?

Exercise 1.5.11. Which Type of Numerator Goes Where? K

In the above example, notice that the factor (x + 3) 2 corresponded to a term of the form

C
(x + 3) 2

and not a term of the form
Cx + D
(x + 3) 2 :

Why was this the case?

Well, that's the process of partial fraction decomposition! Why are we doing it in a calculus course?
Because a generic rational function is really hard to integrate, but the partial fraction decomposition is
made up of simpler terms that are much easier to integrate. Let's �nd the antiderivative of that beast
above!

Example 1.5.12. Return of the Son of Using a PFD to Find an Antiderivative

We apply our PFD to compute the following antiderivative:
Z �

x7 + 8x6 + 25x5 + 52x4 + 79x3 + 13x2 � 61x + 81
x6 + 9x5 + 28x4 + 36x3 + 27x2 + 27x

�
dx

=
Z �

x � 1 +
3
x

+
2

x + 3
+

1
(x + 3) 2 �

1
(x + 3) 3 +

x � 5
x2 + 1

�
dx

=
x2

2
� x + 3 ln( x) + 2 ln( x + 3) + �

1
x + 3

+
1

2(x + 3) 2 +
Z

x
x2 + 1

dx +
Z

� 5
x2 + 1

dx

=
x2

2
� x + 3 ln( x) + 2 ln( x + 3) + �

1
x + 3

+
1

2(x + 3) 2 +
1
2

ln(x2 + 1) � 5 arctan(x)

Oh, and um, plus C.
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Sweet PFD Flow Chart

Given a rational func-
tion of the form p(x )

q(x ) ,
Is the degree ofp(x)

strictly less than
the degree ofq(x)?

Factor the denominator
into a product of powers
of linear and irreducible
quadratic polynomials.
Consider the following
for each of the factors.

Perform long division
and split the fraction into
quotient and remainder.
Consider the remainder.

Decompose by creating
a fraction. Make the

denominator the factor and
the numerator an unknown

constant (such as \A").
Does the factor have a

power greater than one?

Decompose by creating
a fraction. Make the

denominator the factor
and the numerator an

unknown linear expression
(such as \Ax + B ").

Does the factor have a
power greater than one?

Repeat the decomposition
for each power; from one
to the value of the power.

Sum all fractions cre-
ated from factors and
set equal to original

rational function.

Multiply each side of
your equation by q(x)
to clear all fractions.

Solve for all un-
known constants.

Plug your constants back
in. Voila! You're done!

Yes

No

Linear Factors Irreducible Quadratic Factors

Yes Yes

No No
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Exercise 1.5.13. Now you cry! I mean, try! KKK

Find the following antiderivatives. Keep in mind that not every step of PFD will necessarily occur
in every problem!

�
Z

1
x2 � 9x + 20

dx

�
Z

1
x4 � 9

dx
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�
Z

x4

x2 + 1
dx

�
Z

2
x5 + 2x3 + x

dx
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�
Z

x � 2
x3 + x2 + 3x � 5

dx

Exercise 1.5.14. Revisiting an Old Friend KKK

Recall Example 1.4.8, where we found the antiderivative of

1
x4 � 9x2

via trig sub. Find this antiderivative again but via PFD! Verify your answer is compatible with
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what trig sub produced.
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1.6 Chapter Summary

In this chapter, we tackled a very di�cult question, namely

Given a function f (x), how does one �nd an antiderivative?

Though there are many functions out there that do not have a closed form antiderivative, we explored
�ve techniques that can get you there in a great many cases! Here are brief descriptions of the �ve:

1. U-substitution: Try to clean up an integral by making a substitution of the form u = g(x). Often
g(x) is chosen to be the inner function in some function composition appearing in the integrand.

2. Integration by Parts: This is the product rule for antiderivatives. We identify two factors in the
integrand and call oneu while the other is called dv. We then apply the IBP formula:

Z
u dv = uv �

Z
v du:

In general, one tries to pick u to be something that is cleaner when di�erentiated and dv to be
something we can antidi�erentiate.

3. Products of sines and cosines: Any expression of the form
Z

sinn (x) cosm (x) dx

for n; m 2 N can be integrated by using the appropriate trig identities based on the parity ofn and
m.

4. Trigonometric Substitution: If you see quadratic polynomials in your integrand, you can likely
clean things up with a trigonometric substitution. In particular,

If you see... ...make the substitution... ...because...
a2 � x2 x = a sin (� ) a2 � a2 sin2 (� ) = a2 cos2 (� )
a2 + x2 x = a tan ( � ) a2 + a2 tan2 (� ) = a2 sec2 (� )
x2 � a2 x = a sec (� ) a2 sec2 (� ) � a2 = a2 tan2 (� )

5. Partial Fraction Decomposition: This is the general method by which we can integrate any
expression of the form Z

p(x)
q(x)

dx

where p(x) and q(x) are polynomials.

Don't forget that you can check your work on any antiderivative by di�erentiating your answer. The
result should be the original integrand!
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1.7 Mixed Practice

Exercise 1.7.1. K

Find the antiderivative of 1
1+ x using the substitution u = 1 + x.

Exercise 1.7.2. KK

Find the antiderivative
Z p

x
p

x + 1
dx

using the substitution u =
p

x + 1.

Exercise 1.7.3. KK

Compute the exact value of the following de�nite integral:

Z x =
p

3

x =1

1
p

x2 + 1
dx:

Exercise 1.7.4. KK

Calculate the antiderivative: Z
1

x4 � x2 dx

via partial fraction decomposition.

Exercise 1.7.5. Mixed bag of u-subs KK

Find the following antiderivatives.

�
R

2x + 1 dx

�
R

1
2x +1 dx

�
R

ex sec (ex ) tan ( ex ) dx

�
R

1
ex dx
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�
R cos(ln(2 x ))

x dx

�
R

(2x )2 dx

�
R

1
2+2 x + x 2 dx

�
R

1
1+2 x + x 2 dx

Exercise 1.7.6. KK

Consider
R

cos13 x sin5 x dx.

� Can you compute this integral using u = cos x? Explain.

� Can you compute this integral using u = sin( x)? Explain.

� Which of the two above substitutions will be easier to use? Carry out the integration, using
the easier of the two.

Exercise 1.7.7. KKK

Evaluate the integral Z
csc3(x) dx

via IBP.

Exercise 1.7.8. KKK

Consider the following antiderivative:
Z

1
x2 � 16

dx

� Compute the above antiderivative via a partial fraction decomposition.

� Compute the above antiderivative via trigonometric substitution.

� Your answers may appear very di�erent! Verify that they are in fact equivalent.
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Exercise 1.7.9. KKKK

� Perform a Partial Fraction Decomposition on the following rational function:

x3

x3 � 3x2 + 4

� Use your work from the previous part to evaluate the following antiderivative:
Z

x3

x3 � 3x2 + 4
dx

Exercise 1.7.10. KKK

Evaluate the following antiderivative using Integration by Parts:
Z

sec5 x dx:

Hint: The two integrals from Subsections 1.1 and 1.2 listed below may be helpful!

Z
secx dx = ln j secx + tan xj + C

Z
sec3 x dx =

1
2

(secx tan x + ln j secx + tan xj) + C



60 CHAPTER 1. INDEFINITE INTEGRALS



Chapter 2

De�nite Integrals

Now that we are much better at the process of antidi�erentiation, we apply integrals to the classic
problems of geometry. We �nd lengths, areas, volumes, and centers of mass. Before we begin, we state
L'Hospital's Rule, which will assist in computing areas of unbounded regions.

2.1 L'Hospital's Rule and Improper Integrals

L'Hospital's Rule (LHR) allows us to evaluate indeterminate limits of the form 0
0 or 1

1 . It says that in
either of these cases, we can simply di�erentiate the numerator and the denominator and try again.

Theorem 2.1.1. L'Hospital's Rule

Let c be a real number, 1 , or �1 . If lim x ! c f (x) = lim x ! c g(x) = 0 or lim x ! c f (x) =
lim x ! c g(x) = 1 , then

lim
x ! c

f (x)
g(x)

= lim
x ! c

f 0(x)
g0(x)

For the moment, we will just accept LHR and use it. In Section 4.7, we will prove LHR using power
series. Notice that here we do not di�erentiate with a Quotient Rule. We instead simply di�erentiate the
top and di�erentiate the bottom.

Example 2.1.2. Sine of a Small Angle

Small angle � versus sin(� ):

Consider the following limit:

lim
� ! 0

sin(� )
�

It is indeterminate of the form 0
0 . Thus it is valid to apply LHR.

lim
� ! 0

sin(� )
�

= lim
� ! 0

(sin(� ))0

(� )0

= lim
� ! 0

cos(� )
1

= 1

61
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Exercise 2.1.3. Interpreting the Above Example K

Since the ratio of sin(� ) to � approaches 1 as� gets small, it would be appropriate to say the
following (�ll in the blanks):

For small values of� , � .

Note that this property comes up frequently in physics! For example, when modeling the motion of a

mass hanging from a spring, Hooke's Law tells us that force is proportional to displacement. We use
the same model to describe motion of a pendulum, even though in that case force is not technically
proportional to displacement, but rather the sine of displacement. Why can we throw away the sine? It
is because for small displacements, the sine of the displacement is roughly equal to the displacement!

Exercise 2.1.4. Practice with LHR KK

Evaluate the following limits using L'Hospital's Rule. In each case, justify why it is ok to use it!

� lim
x !1

x 2

2x

� lim
x ! 2

x � 2
sin( �x )

� lim
x !1

arctan( x ) � �= 2
sin(1 =x )

Other Indeterminate Forms

There are many other indeterminate forms besides just00 and 1
1 . Others that come up include:
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� 0 � 1

� 00

� 11

� 1 � 1

Often these other forms can be rearranged algebraically to become00 or 1
1 . After this rearrangement,

they can then be evaluated with LHR (or perhaps the algebra itself resolves the indeterminate form and
LHR will not be needed). Common helpful strategies include:

� Multiplying the top and bottom of the limit by the same expression (especially the conjugate of an
expression involving a radical).

� Taking e to the ln of the limit.

� Rewriting a product as a fraction via a � b = b
1
a

.

Example 2.1.5. Rewriting a Di�erent Indeterminate Form

Consider the function sin(x)tan( x ) . As x approaches �
2 from the left, the function takes on the

indeterminate form 11 . Thus, we try the second strategy described above, where we takee to
the ln of the limit. Proceeding:

lim
x ! �= 2�

sin(x)tan( x ) = lim
x ! �= 2�

eln (sin( x ) tan( x ) )

= lim
x ! �= 2�

etan( x ) ln(sin( x ))

Notice the exponent is now the indeterminate form 0�1 . Since the
exponential function is continuous, we can move the limit inside
and use LHR!

lim
x ! �= 2�

sin(x)tan( x ) = lim
x ! �= 2�

etan( x ) ln(sin( x ))

= elim x ! �= 2 � (tan( x ) ln(sin( x )))

= elim x ! �= 2 � ( ln(sin( x ))
cot( x ) )

= elim x ! �= 2 �

�
(ln(sin( x ))) 0

(cot( x )) 0

�

= e
lim x ! �= 2 �

 cos( x )
sin( x )

� csc 2 ( x )

!

= elim x ! �= 2 � ( � cos(x ) sin( x ))

= e� 0�1

= 1
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Exercise 2.1.6. Identifying LHR K

In the example above, circle the exact step where LHR was applied. Why was it ok to use LHR
on that step? Write a short sentence to explain.

Exercise 2.1.7. Rewriting KKK

Utilize these strategies to rewrite the limits below as 0
0 or 1

1 and then evaluate. Note that some
of these may need LHR after rewriting and some may not!

� lim
x !1

x � sin(1=x)

� lim
x !1

x �
p

x2 + 4x + 3

� lim
x !1

�
1 + 1

x

� x
(Note: This limit is often taken as the de�nition of the constant you get
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here!)

Exercise 2.1.8. Polyexposaurus KKK

� Any positive real number raised to the zero is...

� Zero raised to any positive real number is...

� So, what is lim
x ! 0+

xx ?

Be careful when using LHR to only apply it in the two indeterminate forms speci�ed above. Applying
LHR to an expression that is not either 0

0 or 1
1 will most likely produce incorrect results.
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Exercise 2.1.9. L'Urgent Care KK

Consider the following limit.

lim
x ! �

sin(x)
x

� Why would it be wrong to apply LHR to the above limit?

� What do you get if you blindly apply LHR?

� What should the limit actually be?

Growth Orders
LHR is often used for comparing growth orders of functions. To compare the growth orders of functions,
we take the limit of their ratio as x approaches in�nity and then see if the ratio approaches zero, a nonzero
constant, or in�nity to see which is growing faster. More formally:

De�nition 2.1.10. Growth Order

Let f (x) and g(x) be functions on the real numbers.

� If lim x !1
f (x )
g(x ) = 0, then g(x) has larger growth order than f (x).

� If lim x !1
f (x )
g(x ) is a nonzero constant, thenf (x) and g(x) have the same growth order.

� If lim x !1
f (x )
g(x ) = 1 , then f (x) has larger growth order than g(x).

Exercise 2.1.11. Comparing the Growth Orders of Two Lines KK

Consider the following two linear functions:

f (x) = 6 x + 1

g(x) = 2 x � 1

Fill out the table below to study some of their values and corresponding ratios. Use decimal
approximations for values that aren't integers.
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x 1 10 100 1,000 10,000

f (x)

g(x)

f (x)=g(x)

� From the table, does it appear that the ratio f (x)=g(x) is approaching zero, in�nity, or a
nonzero constant?

� Use LHR to compute the limit

lim
x !1

f (x)
g(x)

How does it relate to the values in the data table?

� See the above de�nition of Growth Order. In this case, would you sayf and g have the
same growth order, or does one function have larger growth order than the other?

The above calculation justi�es why it is ok to talk about something having linear growth order or
growing linearly. Any two lines have the same growth order (ignoring vertical and horizontal), so it is
perfectly well-de�ned to talk about linear growth even if the slope or intercepts of the lines being discussed
are unknown.

This concept comes up frequently in computer science when you try to measure the runtime of
algorithms. If f (x) is the number of operations performed by an algorithm that is handed an input of
size x, then a logarithmic growth order of f (x) is generally more desirable than a linear growth order,
which is more desirable than quadratic growth order, and so on.

Exercise 2.1.12. A Visual Representation of Growth Order KKK

In each of the graphs below, there is a graph off (x) and a graph of g(x). Based on the graphs,
do you expect that f and g have the same growth order, or is one larger?
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1.

2.

3.

Example 2.1.13. Logarithmic Growth Order

Here we compare the growth orders of the fol-
lowing logarithmic functions:

f (x) = log 2(x)

g(x) = log 3(x)

De�nition 2.1.10. shows that we should take
the limit of their ratio and then see if we get
zero, in�nity, or a nonzero constant.

lim
x !1

f (x)
g(x)

= lim
x !1

log2(x)
log3(x)

= lim
x !1

log3(2)

= log 3(2)

Since their ratio came out to a nonzero constant, we conclude that those two functions in fact
have the same growth order (even though they-coordinate of f (x) is always bigger). By a similar
calculation, we could observe that in fact any two logarithms have the same growth order regardless
of what the base is!
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Exercise 2.1.14. Race of the Turtles KK

Rank the following functions by growth order from slowest to fastest by comparing their growth
orders two at a time:

f (x) = xln(x)

g(x) = x1:1

h(x) = x (ln( x))2

Exercise 2.1.15. Exponential vs Polynomial KKK

Explain why an exponential function will always have larger growth order than an polynomial
function.

Improper Integrals

In Calculus I, all of our de�nite integrals corresponded to the area of a bounded region. A de�nite integral
over an unbounded region is calledimproper.
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Vertically Unbounded Regions
If the integrand has a vertical asymptote between the limits of integration, we must proceed by approxi-
mating the unbounded region with a bounded region and then taking a limit.

Exercise 2.1.16. Analyzing a Vertical Asymptote KK

Consider the following integral: Z 1

0
ln(x) dx

� Explain why the above integral would be called improper.

� Find the antiderivative of the function ln( x).

� Fill out the following table. For each de�nite integral, include a rough sketch of the region
whose signed area it corresponds to.

c
R1

c ln(x) dx Graph of Region

0.1

0.01

0.001

0.0001

� As c approaches 0 from the right, what does the area seem to be approaching?

The above calculation motivates the de�nition of an improper integral.
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De�nition of Improper Integral I

If f (x) has a vertical asymptote at x = a

but is continuous on the interval (a; b],

then the improper integral is de�ned as
Rb

a f (x) dx = lim c! a+

Rb
c f (x) dx

If this limit converges to a number, then we say the improper integral converges. Otherwise, we say
the improper integral diverges. We apply the de�nition to �nish o� the above exercise.

Example 2.1.17. Area Between the Axes and Natural Log

To calculate the area betweeny = 0, x = 0, and y = ln( x), we use the de�nition of improper
integral. We proceed with the following calculation:

Z 1

0
ln(x) dx = lim

c! 0+

Z 1

c
ln(x) dx

= lim
c! 0+

x ln(x) � x]x =1
x = c

= lim
c! 0+

(1 ln(1) � 1) � (c ln(c) � c)

In the above limit, all terms are harmless except for limc! 0 cln(c), which is indeterminate of the
form 0 � 1 . We can rewrite as

lim
c! 0+

cln(c) = lim
c! 0+

ln(c)
�

1
c

�

to get it in the form 1
1 (up to a minus sign which is harmless), where we can apply LHR.

Exercise 2.1.18. We'll Actually Finish This Problem Here, Promise KK

Finish evaluating the limit above and verify the area matches your estimations from Exercise
2.1.16.

Let us now construct the analogous de�nition for a vertical asymptote occurring at the right-hand
endpoint rather than the left-hand endpoint.

Exercise 2.1.19. Completing the De�nition KKK

Suppose a functionf (x) is continuous on [a; b) but had a vertical asymptote at x = b. Use the
diagram below to help complete the de�nition of such an improper integral. Fill in the boxes
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below.

De�nition of Improper Integral II

If f (x) has a vertical asymptote at x = b

but is continuous on the interval [a; b),

then the improper integral is de�ned as
Rb

a f (x) dx = lim c! �
R�

� f (x) dx

Once again, if this limit converges to a number, then we say the improper integralconverges.
Otherwise, we say the improper integraldiverges.

Exercise 2.1.20. Illustrate the Computation K

Here we demonstrate an example of computing an improper integral with the vertical asymptote
at the right-hand endpoint. Illustrate the computation on the axes below. Show the graph of the
integrand and the locations of the boundsa; b; and c.

Z x = �= 2

x =0
tan(x) dx = lim

c! �= 2�

Z x = c

x =0
tan(x) dx

= lim
c! �= 2�

� ln (cos(x))] x = c
x =0

= lim
c! �= 2�

� ln (cos (c)) + ln (cos(0))

= 1



2.1. L'HOSPITAL'S RULE AND IMPROPER INTEGRALS 73

If the vertical asymptote is in the interior (rather than at an endpoint) of the interval over which you
are integrating, it may be necessary to split it into several integrals.

Example 2.1.21. A Particular Unbounded Region

Suppose we wish to calculate the area bounded by thex-axis, the line x = 1, the line x = � 1,
and the graph of f (x) = 1p

j x j
. Notice the function has a vertical asymptote at x = 0, which is

in the interior of the interval over which we wish to integrate. Thus, we split the integral into
two integrals. The �rst has a vertical asymptote at the right-hand endpoint and the second has a
vertical asymptote at the left-hand endpoint. We handle each accordingly.

Z 1

� 1

1
p

jxj
dx =

Z 0

� 1

1
p

jxj
dx +

Z 1

0

1
p

jxj
dx

= lim
c1 ! 0�

Z c1

� 1

1
p

jxj
dx + lim

c2 ! 0+

Z 1

c2

1
p

jxj
dx

We now evaluate each of those integrals separately and add their totals.

lim
c1 ! 0�

Z c1

� 1

1
p

jxj
dx = lim

c1 ! 0�
� 2

p
jxj

�
�
�
x = c1

x = � 1

= lim
c1 ! 0�

� 2
p

� c1 + 2
p

1

= 0 + 2

= 2



74 CHAPTER 2. DEFINITE INTEGRALS

The other region is just a reection across they-axis and thus must also have area 2. We conclude

Z 1

� 1

1
p

jxj
dx = 4

Exercise 2.1.22. Some Subtle Sign Business K

In the above computation, why is there a negative sign on the antiderivative, producing� 2
p

jxj
instead of just 2

p
jxj? (Hint: Graph the function 2

p
jxj!)

Ok, now you give it a shot!

Exercise 2.1.23. Improper Integral Practice KK

Evaluate the following integrals and draw graphs similar to the �gure above. Show how you are
evaluating the improper integral as a limit of integrals of bounded regions.
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�
R4

2
1p

x � 2
dx

�
R4

2
1

x 2 � 4 dx

�
R�= 2

0 sec(x) dx
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�
R�= 2

� �= 2 csc2(x) dx

Horizontally Unbounded Regions

If the integral is over an interval that includes plus or minus in�nity as one of the endpoints, we must
proceed by approximating via a bounded interval and then taking the limit as the endpoint goes to plus
or minus in�nity.

De�nition of Improper Integral III

Let f (x) be continuous on the interval [a; 1 ) for some real numbera.

Then we de�ne
R1

a f (x) dx = lim c!1
Rc

a f (x) dx:

An integral to negative in�nity is de�ned analogously via the corresponding limit.

Exercise 2.1.24. Finding c K

Here is a graph that represents the above de�nition fora = 0. Interpret the de�nition by labeling
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c on the graph and explaining the role it plays.

Example 2.1.25. Area Under f (x) = 1
x 2

Suppose we wish to compute the area under the curvef (x) = 1
x 2

over the interval [1; 1 ). We apply the de�nition of the improper
integral as a limit of bounded integrals.

Z x = 1

x =1

1
x2 dx = lim

c!1

Z x = c

x =1

1
x2 dx

= lim
c!1

�
1
x

� x = c

x =1

= lim
c!1

�
1
c

+
1
1

= 1

Thus, the area under the curve is 1.

Exercise 2.1.26. Area Under 1=xp KKK

� Calculate the improper integral
Rx = 1

x =1
1

x 3 dx.

� Calculate the improper integral
Rx = 1

x =1
1

x 1 dx.
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� Calculate the improper integral
Rx = 1

x =1
1

x 1= 2 dx.

� For what real numbers p will
Rx = 1

x =1
1

x p dx converge? For whatp will it diverge?

If the integral is across the entire real number line, one must split into two separate integrals, similar
to how we handled a vertical asymptote in the interior of our interval.

De�nition of Improper Integral III

Let f (x) be continuous on the entire real number line.

For any real number a, we de�ne
R1

�1 f (x) dx =
Ra

�1 f (x) dx +
R1

a f (x) dx:

For the following problems, you may spot yourself the following fact we will prove in Calc 3:
Z 1

�1
e� x 2

dx =
p

�

Exercise 2.1.27. More Practice with Improper Integrals KK

Now, try the following integrals and for each draw a graph like the above �gure that represents
your integral as a limit of integrals of bounded regions. Also, for the following problems, you may
spot yourself the following fact we will prove in Calc 3:

Z 1

�1
e� x 2

dx =
p

�

�
R1

0 xe� x 2
dx
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�
R1

�1 xe� x 2
dx

�
R1

�1 x2e� x 2
dx

�
R1

2
1

x ln( x ) dx

�
R1

2
1

x (ln( x )) 2 dx

� Consider the integral
R1

0 sin(x) dx. Explain why it would be incorrect to say that all the
positive and negative area cancel each other out to be zero. In particular, cite the de�nition
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of the improper integral as a limit in your explanation.
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2.2 Area Between Curves and Volume by Cylindrical Shells

Recall that a de�nite integral calculates the signed area under a curve. Thus, we can �nd the signed area
between two curves by taking their di�erence and integrating.

Formula 2.2.1. Area Between the Graphs of Two Functions

Let g(x) � f (x) for all x in an interval [ a; b]. Then the area of the region bounded by the graphs
x = a; x = b; y = f (x); and y = g(x) is

A =
Z b

a
(f (x) � g(x)) dx:

Example 2.2.2. Quadrature of a Parabola

Suppose we wish to �nd the area between curvesf (x) = x and g(x) = x2. To accomplish this,
we set the two formulas equal to each other to solve for the points of intersection. The line and
parabola meet at (0; 0) and (1; 1).



82 CHAPTER 2. DEFINITE INTEGRALS

Thus, the area between curves is

Z x =1

x =0

�
x � x2�

dx =
x2

2
�

x3

3

� x =1

x =0

=
1
2

�
1
3

=
1
6

:

Exercise 2.2.3. Finding Intersection Points K

In the above exercise, the claim was made that the two curves intersect at (0; 0) and (1; 1). Verify
this claim by setting the two functions equal to each other and doing the algebra to solve for the
intersection points!

Note that if the curves intersect multiple times, you might have to split the integral onto the corre-
sponding intervals.
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Example 2.2.4. A Region with More Crossings

Find the area between the graphs of sine and cosine betweenx = 0 and x = 2 � .
Again, to accomplish this, we set the two formulas equal to each other to solve for the points of
intersection.

sin(x) = cos(x) =) tan(x) = 1 = ) x = �= 4 or x = 5 �= 4

Thus the points of intersection are at
�
�= 4;

p
2=2

�
and

�
5�= 4; �

p
2=2

�
.

We now compute the area as follows, being careful to always keep the integrand as \top function
minus bottom function" on each interval:

A =
Z �= 4

0
(cos(x) � sin(x)) dx +

Z 5�= 4

�= 4
(sin(x) � cos(x)) dx +

Z 2�

5�= 4
(cos(x) � sin(x)) dx

= (sin( x) + cos(x)) j �= 4
0 + ( � cos(x) � sin(x)) j5�= 4

�= 4 + (sin( x) + cos(x)) j2�
5�= 4:

Exercise 2.2.5. Complete the Example KK

Finish the computation and verify the area is 4
p

2.

Exercise 2.2.6. A Common Mistake K

Briey write in words, why would simply evaluating

Z x =2 �

x =0
cos(x) � sin(x) dx
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in the example above not give the area of the shaded region?

Area of a Circle

Let's now prove an old friend, the formula for the area of a circle!

Exercise 2.2.7. Area of a Circle KK

� Recall the equation for a circle of radiusr is x2 + y2 = r 2. Draw a diagram that shows that
this equation is a consequence of the Pythagorean Theorem.

� Solve for y and note that the square root requires a \plus or minus". To get the top curve
f (x), choose the positive square root. To get the bottom curveg(x), choose the negative
square root. Write your formulas for f (x) and g(x) below.

{ Top Half: f (x) =

{ Bottom Half: g(x) =

� Use an integral to �nd the area between f and g to obtain the formula for the area of a
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circle of radius r .

Some Other Regions for Practice
Find the area between the following curves. Graph the curves and shade the region!

Exercise 2.2.8. Other Regions KK

� f (x) = x3 � x2 � x + 1 and g(x) = x3 + x2 � x � 1

� y =
p

1 � x2 and y = 1=2
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� y = tan( x) restricted to the domain ( � �= 2; �= 2) and y = 4
� x

Cylindrical Shells
When using an integral to �nd the area between two curves, you are essentially breaking up the area into
rectangles of a certain width, then taking the limit of that approximation as the number of rectangles
grows (and their corresponding width shrinks). Remember, this is exactly the de�nition of the integral
that you learned in Calculus I! This is a technique that we can expand to �nd the volumes of 3-dimensional
objects that have circular symmetry. These types of objects are commonly found in real world settings,
from rocket nozzles to doorknobs and are commonly manufactured by milling on a lathe. This technique
is called volume by cylindrical shells.

Formula 2.2.9. Volume by Cylindrical Shells

If the region under of f (x) from the point ( a; f (a)) to the point ( b; f (b)) is revolved around the
y-axis, the volume is given by

V =
Z x = b

x = a
2�xf (x) dx:
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Note that f (x) in the formula above is shown as the graph of a function, but it also could represent
the height of a shell at location x, that does not have to strictly be situated in a manner where it starts
at the x-axis and goes up from there. For example, if the region is bounded on top by a functionh(x)
and below by a function g(x), then f (x) = h(x) � g(x) would be perfectly valid in the formula above,
representing the height of the shells.

This formula comes from approximating the volume of the region by using nested cylinders with
smaller cylinders deleted from their middle (hencecylindrical shells). In particular, we are cutting the
region into shells that approximate the volume, and then taking the limit as the thickness of these shells
goes to zero, and correspondingly, the number of shells goes to in�nity.

De�nition 2.2.10. Cylindrical Shells

A cylindrical shell is a cylinder with a second cylinder of equal height but smaller radius deleted
out of the middle of it.

Exercise 2.2.11. The Volume of a Single Cylindrical Shell K

See the diagram above of a cylindrical shell with heighth, outer radius of r 2, and inner radius r 1.
Show the volume of that shell is given byV = h�

�
r 2

2 � r 2
1

�
.

We test this new method out on a familiar object, the sphere! Notice that here we don't have just a
single function f (x) that bounds the region which stops at the x-axis. However, we can treat it as if that
were the case and just double our answers, because the region is symmetric about thex-axis anyway.
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Exercise 2.2.12. Volume of a Sphere KK

Suppose we have a sphere of radius 1.

� To start, approximate the volume of a sphere in a very crude manner. Obtain an upper
bound for the volume by enclosing the sphere in just a single cylinder of height 2 and radius
1.

� To get a better estimate, we now approximate the volume using six shells. In the diagram
below, assume the center of the sphere is the origin. Then label the points withx-coordinates
x0 = 0 ; x1 = 1

6 ; x2 = 2
6 ; x3 = 3

6 ; x4 = 4
6 ; x5 = 5

6 ; and x6 = 1. Compute the volume of each
cylindrical shell using the formula from Exercise 2.2.11. Add those six volumes to estimate
the volume of the sphere. Label the points and corresponding shell volumes in the diagram
below.

� How does the single-cylinder estimate compare to the six-shell estimate? What would happen
if we continually cut the sphere into smaller and smaller shells and let the number of shells
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go to in�nity?

We can now build the cylindrical shells volume formula much in the same manner you did for Riemann
sums when you �rst de�ned the integral.

Suppose we wish to �nd the volume of the region under the graph off (x) from the point ( a; f (a)) to
the point ( b; f (b)) revolved around the y-axis. We begin by splitting into n cylindrical shells. Speci�cally,
let x0; x1; x2; : : : ; xn be equally spaced points along thex-axis from a to b. That is, x0 = a, xn = b, and
for each i 2 f 0; 1; 2; : : : ; n � 1g, � x = x i +1 � x i = b� a

n .
With this setup, if we want the volume of the cylindrical shells between pointsx i +1 and x i , we would

use our volume of a cylindrical shell formula to obtain

f (x i +1 )�
�
x2

i +1 � x2
i

�

as the volume. We then add up the volumes of all shells and take the limit as the number of shells goes
to in�nity:

L = lim
n !1

n � 1X

i =0

f (x i +1 )�
�
x2

i +1 � x2
i

�

= lim
n !1

n � 1X

i =0

f (x i +1 )� (x i +1 � x i ) (x i +1 + x i )

= lim
n !1

n � 1X

i =0

f (x i +1 )� (x i +1 � � x + x i +1 ) � x

= lim
n !1

n � 1X

i =0

f (x i +1 )� (2x i +1 � � x) � x

= lim
n !1

n � 1X

i =0

f (x i +1 )� (2x i +1 ) � x � lim
n !1

� x
n � 1X

i =0

f (x i +1 )� � x

=
Z x = b

x = a
2�xf (x) dx � lim

n !1

b� a
n

Z x = b

x = a
f (x)� dx

=
Z x = b

x = a
2�xf (x) dx � 0:

Thus, the exact volume is given by

V =
Z x = b

x = a
2�xf (x) dx:

We now use this to �nish our analysis of the sphere via shells that we began in the above exercise.
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Exercise 2.2.13. Exact Volume of a Sphere via Shells KK

� Since the points on the unit circle satisfy the equation x2 + y2 = 1, we can solve for y
to obtain a function g(x) that represents the QI y-coordinate of the point on the circle at
location x.

� Rather than using just g(x) in our cylindrical shells integral, we'll use f (x) = 2 g(x). Why
is this the case?

� Use our shells formulaV =
Rx = b

x = a 2�xf (x) dx with bounds x = 0 and x = 1 and height
function f (x) = 2

p
1 � x2 to �nd the exact volume of the unit sphere.

We now analyze another 3D shape using shells. Suppose we take the region underf (x) = x2 between
x = 0 and x = 1 and revolve it around the y-axis. We could estimate the volume using two cylindrical
shells as follows:
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� One cylinder of height one-fourth and radius one-half, centered at they-axis. We can consider this
to be a shell where the inner deleted cylinder had radius zero.

� One cylinder of height one and radius one, centered at they-axis, but with a cylinder of height one
and radius one-half deleted out of the middle of it.

Exercise 2.2.14. Volumes Approximated by Shells KK

� Compute the approximate volume of that region by adding the volumes of the two cylindrical
shells described above.

� Draw the same region but this time split it into four cylindrical shells with x-coordinates at
zero, one-quarter, one-half, three-quarters, and one. Draw a diagram showing the shells and
compute the approximate volume. How does this compare to the previous approximation?

� Use the cylindrical shells formula to compute the exact volume of the region under the
parabola, revolved about they-axis. Speci�cally, evaluate the integral

V =
Z x =1

x =0
2�xf (x) dx =

Z x =1

x =0
2�x � x2 dx:
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How does the exact volume compare to the approximations?

Exercise 2.2.15. Volume of a Cone KK

Use integration by cylindrical shells to compute the volume of a cone with circular base of radius
r and height h. Verify you get the same result! (Hint: To set up this region, place the center
of the circular base at the origin and then obtain your f (x) from slope-intercept form of the line
connecting the points (0; h) and (r; 0).)

Note that we can extend our formula for volume by shells using our area between curves and �nd the
volume of a solid formed by rotating the area between two functionsf (x), g(x) where f (x) > g (x) on
the interval ( a; b) about the y-axis as

V =
Z x = b

x = a
2�x (f (x) � g(x)) dx:

In the sphere example, one could think of that extra factor of 2 that sneaks in via this formula instead
of by symmetry. That is, the top half of a unit circle is given by f (x) =

p
1 � x2 and the bottom half is

given by g(x) = �
p

1 � x2, so their di�erence is

f (x) � g(x) =
� p

1 � x2
�

�
�

�
p

1 � x2
�

=
p

1 � x2 +
p

1 � x2 = 2
p

1 � x2:

Exercise 2.2.16. Volume of a Rotational Solid

Most rocket motors use a type of nozzle called ade Laval nozzle (after the engineer Gustaf
de Laval, who adapted Giovanni Venturi's design for use in an impulse turbine). The de Laval
nozzle is also called a CD or converging diverging nozzle. The nozzle design takes owing gas and
converges it to a restricted ow, then diverges it back out more gradually. The rocket nozzle has
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circular symmetry. Suppose we're going to mill a de Laval nozzle out of a 3 inch radius cylinder.
A graph of the cross section of the nozzle is below.

It will be easiest to �nd the volume of the nozzle in two parts. Note that the outermost section is
just a cylinder! The equation for the upper portion of the inner section is f (x) = 1

2

p
4x2 � 1 and

the equation for the lower portion of the inner section isg(x) = �
p

4x2 � 1. A calculator will be
useful to �nd decimal approximations for these solutions.

� What should the bounds for integration be to �nd the volume of the inner section of the
nozzle?

� What is the volume of the interior portion of the nozzle?
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� What is the volume of the outer portion of the nozzle?

� What is the overall volume of the nozzle?
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2.3 Volume by Cross Sections and Discs

Here we introduce a second method of computing volume: volume by cross sections.

Volume by Cross-sectional Area

Recall that we calculate the area of a planar region by integrating the height at eachx-coordinate; here
we compute volume of a 3D solid by integrating the area at eachx-coordinate. More formally, we say
that the volume of a 3D �gure that starts at x = a and ends atx = b with the function A(x) representing
the area of the cross-section at coordinatex is given by the integral of the cross-sectional areas.

Formula 2.3.1. Volume by Cross Sections

The volume of the solid from x = a to x = b with cross-sectional areaA(x) is V =
Rx = b

x = a A(x) dx.

The Cone, Pyramid, and Tetrahedron

Let's try this out on a cone! Suppose we have a right circular cone of heighth and radius r . Place the
cone so that the vertex lies at the origin and the center of the base lies at the point (h; 0; 0).
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Any cross section parallel to the base is clearly a circle. Thus to compute the area of each circle we
just need to �nd the radius of an arbitrary cross section at location x. To help us, we imagine a 2D \side
view" of the middle of the cone.

Notice the top boundary of this shape is the graph of the linear functionf (x) = r
h x. This height is

exactly the radius of the circular cross section of the cone at locationx.
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Exercise 2.3.2. Check the Boundary K

Briey explain why the given formula f (x) = r
h x is the correct formula for the top boundary!

Example 2.3.3. Volume of a Cone by Cross Sections

We can now set up and evaluate our volume integral:

V =
Z x = h

x =0
A(x) dx

=
Z x = h

x =0
�

� r
h

x
� 2

dx

=
Z x = h

x =0
�

r 2

h2 x2 dx

= �
r 2

3h2 x3

�
�
�
�

x = h

x =0

= �
r 2

3h2 h3 � 0

=
1
3

�r 2h:

Note that this is actually a very clean formula; it says the area of a cone is one-third times the area
of the base times the height.

Exercise 2.3.4. The Pyramid KK

� Consider a square base pyramid of side lengthr and height h. What would you conjecture
for the volume of this solid based on our cone computation above?
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� Use integration of cross sectional area to verify your conjecture and formally compute the
volume of the pyramid. Hint! The setup of the integral will be very similar to the cone,
except our cross sections are squares instead of circles.

Exercise 2.3.5. A Tetrahedron KKK

� In three dimensions, plot a tetrahedron that has vertices (0; 0; 0); (a; 0; 0); (0; b;0); and
(0; 0; c). Based on how the volumes came out for the cone and pyramid, what would you
suspect for the volume of this �gure?

� Use integration of cross sections to �nd the volume of that tetrahedron.
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Exercise 2.3.6. Other Bases KKKK

What happens if you start with other shapes as the base of your �gure? If you form a solid
by connecting the boundary of the base to a point with line segments, do you always get just
one-third times the area of the base times the height as the volume? Or, can you �nd some bases
for which this formula does not hold?

The Sphere

A sphere of radiusr is a solid of revolution constructed by rotating a circle of radius r centered at the
origin about either the x or y axis. Here, we use cross-sectional area, which many sources call the \disc
method" since a cross-section of a sphere is a circular disc.
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